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Towards a gold standard for enhancer-gene (E-G) interactions
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Although cell type specific gene expression regulatory relationships such as enhancer-gene (E-G) are recognized to be tremendously important to consider for a better understanding of complex human genetic diseases, there is still no consensus about the best way to identify them genome-wide. There are nonetheless four broad types of approaches in this field: (1) cell type specific gene expression QTL (eQTL) analysis combined with a set of cell type specific enhancers, (2) computational prediction from several types of high-throughput functional genomic data 1D (RNA-seq, ATAC-seq, histone marks, etc), (3) computational prediction from a single type of chromosome conformation 3D data (promoter capture HiC, polII ChIA-PET data, etc) combined with a set of cell type specific enhancers, (4) cell type specific genetic screening data analysis.

Because (1) and (3) are costly, (4) is currently not genome-wide and many international projects have now generated plenty of functional genomic 1D data, (2) appear as more promising. For this reason we have tried to evaluate the few most recent and promising methods of the field, the ABC model [1] and the average rank method [2], together with the very popular distance method, based on training and/or evaluating on the two most recent reference sets of the field: the CRISPRi-FlowFISH set based on approach (4) in K562 cell line for 30 genes covering 5Mb [1] and the BENG1 set made of data from (1), (3) and (4) [2].

Our results show a very different ranking of the evaluated methods based on the reference sets used for the evaluation, and the distance method to be the most robust in terms of equality of performance across reference sets. However this method is also known not to be satisfying on many real-life examples [3]. On the other hand the seven reference sets used here have been generated in many different ways and may be complementary: while 3D reference sets are genome-wide they have not been specifically designed to identify E-G interactions and may contain many false positives and false negatives; on the other hand CRISPRi-FlowFISH data have specifically been designed to identify E-G interactions in a reliable way (FDR < 0.05) [4], however they are not genome-wide. In fact 3D reference sets lack experimental confirmation and therefore cannot stricto sensu be considered reference sets of E-G interactions. Therefore, before designing a new method based on 1D data to identify E-G interactions genome-wide, we recommend the definition of a reliable and genome-wide set of E-G interactions in a cell line for which many types of 1D data are available.
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DNA sequencing technology has scaled up very rapidly in throughput but also, through rapid advances in sample preparation, scaled down in terms of the amount of DNA that is required for analysis, to the point that it is now commonplace to analyze the DNA and RNA content of individual cells. This technology has triggered previously impossible applications in basic research and clinical science. Some examples are: transcriptome analysis of rare circulating tumor cells; characterization of early differentiation events in human embryogenesis; investigation of transcriptional noise and stochastic fate choice and creation of large-scale cell atlases such as the human cell atlas[1].

However, integrated analysis of different scRNA-seq data sets, consisting of multiple transcriptomic subpopulations or to integrate measurements produced by different technologies, remains challenging. It is especially difficult to distinguish between the composition of cell types in a sample and expression changes within a given cell type [2].

In this study, we used single-cell RNA-seq (scRNA-seq) to assess the expression of ~8,000 peripheral blood mononuclear cells (PBMC). PBMC were isolated from a healthy anonymous donor's whole blood specimen provided by EFS (Établissement Français du Sang), using a Ficoll gradient. PBMC were then splitted into 2 samples: non-stimulated and LPS-stimulated (incubation for 4 hours with 1µg/mL Lipopolysaccharide).

Lipopolysaccharide (LPS) is the most abundant component within the cell wall of Gram-negative bacteria. It can stimulate the release of interleukin 8 and other inflammatory cytokines in various cell types, leading to an acute inflammatory response towards pathogens. Bacterial LPS has been extensively used in models studying inflammation as it mimics many inflammatory effects of cytokines [3].

The cells were then processed using the Chromium Next GEM Single Cell 3’ GEM v3.1 kit following the manufacturer recommendations (10X genomics) to target 4000 cells/sample. Dual indexed libraries were sequenced on a NextSeq500 sequencer (Illumina). Sample demultiplexing, barcode processing and unique molecular identifiers (UMI) counting were performed by using the 10X genomics pipeline Cellranger v4.0.0 with default parameters and target cells value of 4000 for each sample.

Quality control and analysis were performed using the R package Seurat v4.0.0. After removal of bad quality cells in each sample, we merged the samples using the Seurat function “merge”, defining a global dataset of 6,232 cells. After normalization, scaling and dimension reduction with the UMAP algorithm, we could clearly see distinct groups of resting and stimulated cell types, such as T cells. A number of marker genes were visibly associated with either stimulated or non-stimulated groups. Then we performed data integration on the two data sets using the Seurat functions “FindIntegrationAnchors” and “IntegrateData”. Data integration in the Seurat package is based on techniques used in computer vision for the alignment and integration of image data. Basically, these techniques identify shared correlations structures across data sets with canonical correlation analysis (CCA) and use basis vector to create aligned data sets. After integration, normalization, scaling and dimension reduction, we could identify 12 different cluster groups for which we could assign a cellular identity based on their typical markers, such as B cells, CD8 T cells, NK cells, etc. Such a dataset exemplify the utility of single-cell heterogeneous data set integration techniques.
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Metagenomic and metatranscriptomic analysis for the study of clouds and aerosols
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Microorganisms are present in the outdoor atmosphere up to high altitude and, consequently, are prone to integrate clouds. Cloud droplets offer liquid airborne microenvironments to airborne cells and could thus favour microbial activity. Microbial diversity in clouds and aerosols has been already well documented. However, functional aspects are still largely unexplored.

Here, we aim at better understanding the functioning of microbial assemblages in clouds in comparison to aerosols, using metagenomics coupled with metatranscriptomics. We developed analytic protocols allowing the recovery of metagenomes and their associated metatranscriptomes from clouds and aerosols, by direct HiSeq shotgun sequencing with no preliminary amplification step such as PCR or MDA. Around 25 to 300 ng of total DNA and 33 to 240 ng of total RNA were extracted from samples. Data from the first cloud sample are used for developing bioinformatic analyses, while the sequencing of additional aerosols and cloud water samples is currently being processed. In order to analyse the consequent and complex dataset generated (around 190 to 260 million paired-end reads), a workflow was set up using the Galaxy platform and the resources and facilities deployed by the AuBi (Auvergne BioInformatique) network and the regional calculation cluster Mesocentre Clermont Auvergne. The workflow is based on tools such as Trimmomatic for filtering reads and trimming, MEGAHIT for assembly, Bowtie2 for mapping, Kraken2 for taxonomic affiliation against “PlusPF” kraken database and Blastx for functional assignment against UniprotKB. R environment is used for further data treatment and statistical analyses.

Preliminary results based on RNA to DNA sequences abundance ratios point Bacteria as the most active community members, in particular Clostridiales (eq. Eubacteriales), Burkholderiales and rare groups as Oceanospirillales, Rickettsiales and Parachlamydiiales. In Eukaryota, Saccharomyctales in fungi and Cryptomonadales in microalgae are the most active. The functional analysis is still in progress. Preliminary results indicate the expression of numerous stress responses to a stressful environment, such as DNA repair activity, responses to osmotic and oxidative stresses, responses to hydrogen peroxide, light stimulus and starvation as well as autophagy and sporulation activities.

In conclusion, metagenomics coupled with metatranscriptomics analyses will permit to go deeper in the exploration of microbial functional diversity in clouds compared to aerosols.
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Personalized medicine aims at providing patient-tailored therapeutics based on multi-type data towards improved treatment outcomes. Chronotherapy that consists in adapting drug administration to the patient’s circadian rhythms may be improved by such approach [1]. Recent clinical studies demonstrated large variability in patients’ circadian coordination and optimal drug timing. Consequently, new eHealth platforms allow the monitoring of circadian biomarkers in individual patients through wearable technologies (rest-activity, body temperature), blood or salivary samples (melatonin, cortisol), and daily questionnaires (food intake, symptoms). A current clinical challenge involves designing a methodology predicting from circadian biomarkers the patient peripheral circadian clocks and associated optimal drug timing. The mammalian circadian timing system being largely conserved between mouse and humans yet with phase opposition, the study was developed using available mouse datasets.

We investigated at the molecular scale the influence of systemic regulators (e.g. temperature, hormones) on peripheral clocks, through a model learning approach involving systems biology models based on ordinary differential equations. Using as prior knowledge our existing circadian clock model [2], we derived an approximation for the action of systemic regulators on the expression of three core-clock genes: \textit{Bmal1}, \textit{Per2} and \textit{Rev-Erb}. These time profiles were then fitted with a population of models, based on linear regression. Best models involved a modulation of either \textit{Bmal1} or \textit{Per2} transcription most likely by temperature or nutrient exposure cycles. This agreed with biological knowledge on temperature-dependent control of \textit{Per2} transcription. The strengths of systemic regulations were found to be significantly different according to mouse sex and genetic background [3].
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Abstract

Insulin Degrading Enzyme (IDE) is a metallopeptidase that degrades a large panel of amyloidogenic peptides and is thought to be a potential therapeutic target for type-2 diabetes and neurodegenerative diseases like Alzheimer’s disease [1]. Interestingly, IDE is a cryptidase. Its catalytic chamber, known as a crypt, is formed so that peptides can be enclosed and degraded [2]. However, the molecular mechanism of IDE function and peptide recognition remains elusive. It has been shown that, IDE undergoes several conformational changes and switches between closed and open states in order to regulate peptide degradation and cleavage [3]. Thereby, it is essential to unfold IDE mechanism and provide more information on how conformational dynamics can modulate the catalytic cycle of IDE.

In this aim, a free-substrate IDE crystallographic structure (PDB ID : 2JG4) was used to model a complete structure of IDE with the MODELLER software [4]. IDE stability and flexibility were studied through Molecular Dynamics simulations with the GROMACS software [5] and the CHARMM36m force field [6]. In total, we ran 7 simulations of 1μs each to cover a wide range of the IDE conformational space. The crypt volume as well as the Solvent Accessible Surface Area (SASA) were calculated to witness IDE conformational dynamics switching from a closed to an open state. The Gibbs free energy landscapes were also investigated to indicate the different conformational states accessible to the protein during the simulations. The Molecular Mechanics / Poisson-Boltzmann Surface Area (MM/PBSA) method was used to identify key residues involved in IDE rearrangement.
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SURFMAP: a software for mapping in two dimensions any feature of a protein surface
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A lot of methods have been developed in order to analyze and compare protein surface features. Some of them focus on specific regions of the surface such as protein binding sites, active sites, binding pockets and ignore the rest of the surface which plays an important role in protein interactions by constantly competing with the interaction sites. Other methods focus on “molecular cartography” either by projecting the 3D structure of a protein into two dimensions (2D) and then projecting features of interest on the resulting 2D map [1], or by representing the protein surface based on a spherical approximation [2]. But no tool is available to easily visualize any physico-chemical characteristics of a protein surface: they are either limited to a restricted number of surface descriptors, and/or do not provide a standalone tool to compute the corresponding 2D maps.

We therefore developed SURFMAP, a free software designed to allow the two-dimensional projection of either predefined features of protein surface (electrostatic potential, hydrophobicity, stickiness and surface relief) or any descriptor encoded in the temperature factor column of a PDB file. SURFMAP uses a pseudocylindrical sinusoidal “equal-area” projection that has the advantage of preserving the area measures at the cost of distorting shapes locally. Indeed, we aim to preserve the size of the regions of interest rather than providing a precise representation of their shapes.

To map protein surface properties: (1) the values of the feature of interest are calculated for each protein residue or atom; (2) a set of particles localized at 3\textdegree{} from the surface of the protein of interest is generated to approximate the protein shape. We will refer to this ensemble as the “protein shell”; (3) the value of the feature of interest of the closest protein residue (or atom) is assigned to each particle of the protein shell; (4) coordinates of the particles are projected onto a 2-dimensional plane by a sinusoidal projection, and each projected pair of spherical coordinates ($\phi$, $\theta$) is assigned to the corresponding particle feature value and represented on the 2-D plane at the point of coordinates ($\phi \sin \theta$, 90-$\theta$); (5) the resulting map is then divided into a 72 x 36 cells and values of the points contained in the same cell are averaged; (6) the map can then be smoothed by averaging the score of each cell with the scores of the adjacent cells.

These 2D maps ease greatly the visualization and analysis of the distribution of a given feature compared to the 3D protein surface which is always difficult to handle despite the efforts made on protein 3D structure representation tools. They permit the visual comparison of surface features of homologs and are well suited for large-scale comparison since (i) it only involves the calculation of a map similarity through a straightforward numerical measure and (ii) the dimension reduction is robust against local irregularities of protein surfaces.
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Abstract

Linked-Reads technologies, such as 10x Genomics, Haplotagging, stLFR and TELL-Seq, partition and tag high-molecular-weight DNA molecules with a barcode using a microfluidic device prior to classical short-read sequencing. This way, Linked-Reads manage to combine the high-quality of the short reads and a long-range information which can be inferred by identifying distant reads belonging to the same DNA molecule with the help of the barcodes. This technology can thus efficiently be employed in various applications, such as structural variant calling, but also genome assembly, phasing and scaffolding. To benefit from Linked-Reads data, most methods first map the reads against a reference genome, and then rely on the analysis of the barcode contents of genomic regions, often requiring to fetch all reads or alignments with a given barcode.

However, despite the fact that various tools and libraries are available for processing BAM files, to the best of our knowledge, no such tool currently exists for managing Linked-Reads barcodes, and allowing features such as indexing, querying, and comparisons of barcode contents. LRez aims to address this issue, by providing a complete and easy to use API and suite of tools which are directly compatible with various Linked-Reads sequencing technologies.

LRez provides various functionalities such as extracting, indexing and querying Linked-Reads barcodes, in BAM, FASTQ, and gzipped FASTQ files (Table 1). The API is compiled as a shared library, helping its integration to external projects. Moreover, all functionalities are implemented in a thread-safe fashion.

Our experiments show that, on a 70 GB Haplotagging BAM file from Heliconius erato [1], index construction took an hour, and resulted in an index occupying 11 GB of RAM. Using this index, querying time per barcode reached an average of 11 ms. In comparison, using a naive approach without a barcode-based index, querying time per barcode reached an hour.

LRez is available on GitHub at https://github.com/morispi/LRez and as a bioconda module. Additionally, its features are already used in the SV calling tool LEVIATHAN (https://github.com/morispi/LEVIATHAN) and in the gap-filling pipeline MTG-Link (https://github.com/anne-gcd/MTG-Link).

<table>
<thead>
<tr>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>compare</td>
<td>Compute the number of common barcodes between pairs of regions or between pairs of contig ends</td>
</tr>
<tr>
<td>extract</td>
<td>Extract the barcodes from a given region of a BAM file</td>
</tr>
<tr>
<td>index bam</td>
<td>Index the BAM offsets or genomic positions of the barcodes contained in a BAM file</td>
</tr>
<tr>
<td>index fastq</td>
<td>Index by barcode the offsets of the sequences contained in a FASTQ or gzipped FASTQ file</td>
</tr>
<tr>
<td>query bam</td>
<td>Query the index to retrieve alignments in a BAM file given a barcode or list of barcodes</td>
</tr>
<tr>
<td>query fastq</td>
<td>Query the index to retrieve sequences in a FASTQ / gzipped FASTQ file given a barcode or list of barcodes</td>
</tr>
</tbody>
</table>

Tab. 1. LRez features.
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Spermatogenesis is the biological process during which male germ cells develop into the highly specialized cells that are spermatozoa. It can be divided in 3 parts: proliferation of spermatogonial stem cells, meiosis, and extreme differentiation of round spermatids into spermatozoa. It is one of the most dynamic differentiation processes in terms of gene expression and chromatin remodelling[1]. Deregulation can lead to male infertility and/or could affect embryo development and offspring health[2].

Previous data from our group and others indicate that Dot1l (Disruptor of telomeric silencing 1-like) is essential for normal spermatogenesis[3]. Dot1l encodes the only methyltransferase able to methylate H3K79, a histone post translational mark highly enriched at the end of spermatogenesis[4]. To investigate the underlying molecular mechanism, we produced a mouse model with a knock-out (KO) of Dot1l gene. We have realized RNAseq analyses on KO and control male germ cells at different stages (primary and secondary spermatocytes and round spermatids) and H3K79me2 ChIPseq analyses on wild-type male germ cells. We have developed an RNAseq pipeline using STAR alignment tool and different downstream analyses, such as the analysis of differentially expressed genes (using DEseq2), ontology and GSEA (Gene Set Enrichment Analysis) analyses, as well as time course analyses (TCseq). In parallel, we have developed a ChIPseq pipeline (bowtie2 followed by MACS2) and characterized H3K79me2 peak distribution, genomic annotation and compared it with different epigenetic marks using ChromHMM. These two pipelines were combined to integrate results obtained from our RNAseq analyses in our ChIPseq pipeline and enable us to correlate the transcriptional changes induced by Dot1l loss with chromatin dynamic during spermatogenesis.
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1 Context

The prediction of the protein-protein interactions is studied in different domains, for example for their roles in the interplay between cellular types or tissues[1]. In particular, the interactions between surfaceome and secretome may strongly improved the understanding of cellular crosstalk. This project aims to develop a Snakemake-based workflow[2] named Talkmine for the identification of molecular dialogue between two biologic tissues resulting from protein-protein interactions.

2 Materials and Methods

First objective was to identify and test some opensource tools known to predict proteins that belong to secretome or surfaceome. Publically available tools were classified according to three classes, i.e. peptide signal, subcellular location or topology prediction, and have been tested with a dataset of 165 UniProt protein entries whose subcellular location are known.

Secondly, we developed a workflow to connect the selected tools. In brief, user sends a gene or protein identifiers list to a python tool, g:Convert[3] which converts identifiers to a same format, according to a defined database. Then, Entrez-Direct tool[4] generates a multi-fasta file with all protein sequences listed in the NCBI database, injected to secretome and surfaceome tools. Finally, proteins tagged to secretome and surfaceome classes are send to PSICQUIC tool[5], which determines the interactions between proteins from these two classes.

3 Results

The resulting protein-protein interactions prediction from Talkmine is available both in standard output and in flat file. The user has access to the list of protein-protein interactions between the two tissues but also to the intermediate results.

4 Conclusion and perspectives

The workflow Talkmine is developed to predict the interactions between the proteins from the secretome and the surfaceome. This work was initiated to be applied to Bos taurus to determine the interactions between muscle and fat tissue but it is possible to apply it to other tissues and to application fields such as biomedical or food research.
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Abstract The advent of high-throughput techniques has greatly enhanced biological discovery. Last years, analysis of multi-omics data has taken the front seat to improve physiological understanding. Handling functional enrichment results from various biological data raises practical questions.

We propose an integrative workflow, wrapped in a Bioconductor R package multiSight, to better interpret biological process insights in a multi-omics approach. In this work, we present this workflow applied to breast cancer data from The Cancer Genome Atlas (TCGA) related to Invasive Ductal Carcinoma (IDC) and Invasive Lobular Carcinoma (ILC). Pathway enrichment, based on Reactome database, by Over Representation Analysis (ORA) and Gene Set Enrichment Analysis (GSEA) has been conducted with both features information from differential expression analysis (DEA) or selected features from multi-block sPLS-DA methods. Then, comprehensive comparisons of enrichment results have been carried out by looking at classical enrichment analysis, probabilities pooling by Stouffer’s Z scores method and pathways clustering in biological themes.

Our multi-omics analysis workflow is fed by expression data for several biological actor (e.g. RNAseq and RPPA) and for the same patients that begets a multi-omics context. Firstly, to select a subset of relevant features for each omic block, either Differential Expression Analysis (DEA) are carried out by DESeq2 and limma analysis or the features are selected by sPLS-DA. Secondly, to reveal altered pathways between patient phenotypes, we are aiming at enrichment analysis by ORA or GSEA with selected feature subsets. Then, enrichment results from omic blocks are merged by p-values using Stouffer’s probabilities pooling method. All these enrichment results are visualised by enrichment map to interpret easily highlighted biological themes.

Classical enrichment results, using DEA to feed ORA and GSEA, have shown pathways related to breast cancer and only one or two biological themes really associated to ILC or IDC carcinomas. On the other hand, multi-omics tables based on Stouffer’s probabilities pooling method has led to more targeted and confident biological interpretation considering both enrichment results from each kind of omic features.

To complete the multi-omics approach we propose an assessing of a multi-omics features selection method substituting the DEA.

sPLS-DA driven features selection enables a more phenotype-targeted functional enrichment. The biological themes associated to ILC and IDC carcinomas differences are highlighted in enrichment maps after pathways clustering. Moreover, Stouffer’s probabilities pooling method shows great benefits to more easily interpret several enrichment results in a multi-omics context.

Our work shows that ORA enrichment with selected sPLS-DA feature and pathway probabilities pooling by Stouffer’s method lead to enrichment maps highly associated to the physiological knowledge of IDC or ILC phenotypes, better than ORA and GSEA with differential expression driven features. Lastly, following to these results, an R package named multiSight have been developped to handle functional enrichment results in a multi-omics context.

Keywords multi-omics, pathway enrichment, p-values pooling, sPLS-DA, R package
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Drug repurposing by analyzing gene expression profiles is a field that has been developed during the past few years. One of the first databases dedicated to exploit these profiles was Connectivity Map (Cmap) [1]. The profile querying of Cmap is based on a "connectivity score" ranging from +1 to -1, which characterizes the magnitude and the direction of the relation between two expression profiles. In the field of in silico repurposing, such a score is used to prioritize candidates for repurposing with the assumption that if a molecule profile is negatively connected with a pathology profile then this molecule could counteract this pathology. Unfortunately, there is no existing tool that enables the researchers to simulate linked gene expression profiles with known connectivity scores in order to test the performance of their methods. This is the reason why we are developing cosimu, a package that simulates fold change vectors related by a connectivity parameter as input, each element of the vectors represents a gene or transcript log₂ fold changes in expression levels. In order to simulate related fold change vectors, we determined two types: the reference vector and the derivative ones.

There are a few steps before defining the reference fold change vectors. First, we randomly determine the regulation modality (up-regulated, down-regulated or non-regulated) of each gene/transcript (later referred as 'entity'), thanks to input proportions for each category. Moreover, in order to be more realistic, we included sub-modalities among each modality as two up-regulated entities won’t have the same amplitude of deregulation. The sub-modalities are modeled by a normal law and with parameters (mean, SD) and proportion as inputs. Once each entity has its modality and sub-modality, the reference fold change vector is generated by sampling from the normal distribution associated.

The derivative fold change vector is more complex to generate, as we have to introduce the connectivity among input parameters; This is a three-step process.

(i) The modality of each entity in the derivative vector will be determined by a simple stochastic process based on 3x3 matrix defining the probability of transition from a modality to another or itself. Those probabilities are determined by the input connectivity parameter. However, we found that it is necessary to introduce a new parameter representing the noise added by the transition from and to non-regulated entities.

(ii) We handle the transition between sub-modalities based on a binomial distribution in order to determine the rank of the derivative sub-modality of each transcript. Alternately to this dependent and stochastic transition we have also implemented two alternative methods : independent and stochastic or dependent and deterministic.

(iii) Similarly we defined a dependent and stochastic method for fold-change value transitions with analogous alternatives.

We are currently using this tool to benchmark different approaches aiming to estimate the connectivity between transcriptomic signatures. As a baseline, we evaluated Pearson and Spearman correlations as connectivity scores along with a simple connectivity score based on Cmap. We then characterized different biases for all methods depending on the simulation parameters. Thanks to a better understanding of biases behind connectivity estimators, we hope it will be possible to develop less biased estimators.
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1. Introduction

Pangenomes are conceptual entities inventoring unique and shared genomic material between genomes of a given group. They can focus on a complete repertoire of genes, or include all genomic material including intergenic sequences [1, 2]. The latter has been receiving an increasing attention these past years, with work being done on graph pangenomes (sequence graphs and variation graphs among others [3]). However, these are not the only representations used for sequence pangenomes and they face a lack of tools for generating or manipulating them. This extends to the field of visualization, where existing viewers do not scale well from gene to sequence pangenomes or lack user-friendly representations and exploration. We therefore developed Panache, a web-based viewer for linearized pangenomes.

2. Panache

A major difficulty encountered with graph pangenomes is the overload of branches created by the numerous variations between genomes, resulting in hard-to-explore visual clutter. We chose to focus on a linear representation instead, easier to read, parse and navigate. Linearity has its drawbacks (loss of the sense of structural variation, lack of malleability…), but can be a good alternative to graphs for exploration and comparison tasks between genomes.

We therefore created Panache [4], a JavaScript application built with the framework Vue.js and the library D3.js. Panache, which stands for PANgenome Analyzer with CHromosomal Exploration, displays pangenomes in a linear fashion similar to that of genome browsers. Only one (pan)chromosome at a time is available on screen, and pangenomic blocks (listed genes or sequences from the pangenome) are laid out on a single string, following a linear coordinate system from the input data. A presence absence matrix describes for each genome the pangenomic blocks that they do own, and additional tracks of information display details like the categorization of these blocks between core and variable genome.

Panache is available under an MIT license at https://github.com/SouthGreenPlatform/panache and is still undergoing development with regular addition of new features.
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FILT3R: AN NGS-BASED ALGORITHM FOR ROBUST DETECTION AND QUANTIFICATION OF FLT3-ITD IN CLINICAL PRACTICE
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Background: Fms-like tyrosine kinase 3 internal tandem duplications (FLT3-ITD) occur in 20-30% of acute myeloid leukemia (AML) cases. These mutations represent both strong prognostic biomarkers and therapeutic targets. Hence, FLT3-ITD are systematically sought and quantified using quantitative fragment analysis, as per European LeukemiaNet guidelines. Although robust, this technique has several limitations (high limit of quantification 1%, determination of the size of the ITD, limited application). High-throughput sequencing (HTS) may represent an alternative method to detect these mutations with high detection sensitivity and the possibility of sequencing several other genes simultaneously. However, the use of NGS technologies to detect FLT3-ITD mutations remains challenging because these mutations are heterogeneous in terms of size and/or insertion site, and the perfect or near perfect duplication of the wild-type sequence. These specificities raise new concerns about bio-informatic processes, and several algorithms have been created to detect this duplication (GetITD, km, ScanITD...). However, most of them fail to detect and annotate the broad variety of ITDs.

Aims: This work aims to develop an ultrafast kmer-based algorithm named FiLT3r to detect and quantify ITDs and to compare it with existing algorithms to the reference method.

Methods: FiLT3r first uses a Bloom filter to quickly identify reads matching the FLT3 gene and then uses their k-mer occurrences to detect FLT3-ITD. In a read having a duplication the k-mer positions on FLT3 will not monotonously increase. Such a signature is used to identify the duplication. The different algorithms were tested and compared to the reference method on 500 patients aged 18 to 60 years with de novo AML at diagnosis. Peripheral blood or bone marrow samples from AML patients were screened with our standard NGS routine with a capture method targeting 81 genes (SSQXT Agilent®) and sequenced with Illumina® technology.

Results: A total of 147 ITDs from 114 FLT3-ITD positive patients (23%) and 71 randomized FLT3-ITD negative patients (14%), determined according to the fragment method, were sequenced (with an average coverage of 2000 paired-end reads on exon 14-15 FLT3). FiLT3r used a fraction of the time and memory used by other software and provided results mostly comparable to those obtained by the validated technique, with a sensitivity of 1 and no false positive above a threshold of 1% (limit of quantification of the reference method). The quantification calculated with our algorithm showed a correlation with the reference method estimated at 0.92 which appears as the highest correlation coefficient of all the algorithms tested (range: 0.42 – 0.92).
ORSON: a nextflow workflow for transcriptome and proteome annotation

Cyril Noël1, Pierre Cuzin1, Laura Leroi1, Alexandre Cormier1 and Patrick Durand1

1IFREMER-IRSI-Servic de Bioinformatique (SeBiMER), Centre Bretagne – ZI de la Pointe du Diable, CS 10070 - 29280 PLOUZANE, FRANCE

Corresponding Authors: cyril.noel@ifremer.fr

0 CF PG IF UZ TURJQ JO (SBIDOL1QN JD BCE QSPIIPNJD BBMRTIT JT UP MOL TTRVFOFT UP CIPMRHZ USPVI BOCJPURBO / EN FM JUZIPUO BEECH SABVULCOPIPH LIMOCPSN UJPDO UP UOFIF TTRVFOFT CZ JOISSCH UFES QMRUVF OCUNPO BCE PIFS (GIPRF) ) PXVUER IF UOFIF (SFVUFRFT B LDPN QHUY LDPN CIPQUPUO PGTVFUFTDF UPJNBE CE SFGSOFCE BEECHFT BT XENPAT YHDDOQPLJDN QCUSH FPVSEFT EUP UP UF ENPACUPGbEbB 5IF JQ JU JT RWJF EXCQPUPF HPVQ HPVQF SFVUFRFT SIF counterfeit IP CIEBIO B LDPN QHUY CIPMRHZYMCOEFSRBBCECH PG UF TTRVFOFT CDEMVF PG UF NIEZ UPPA BCE EBIB CIPN BEFT OQPWFHUT 5IF IN QMNOCIPQUPUO PGBO BMBN BNE TURCEBEII IF BCE BVES QSPFEME UFMPM QSPIIPUO ONSBIDOL1QNJD BCE QSPIIPNJD BOCJPUPBOJT USPVIUPSF TITFCPRN

8 FI EFW EPFWNC 0 040 / UP LDPN CCFU TURF PGU FESUUPMPC BOCJPURBO QSPIIPUOFT XIIJUO B / FVXYR <> QCFMRF 0 040 / LDPN COFHT TTRVFOFT TNNJXJF TTHS1 OCUNPOM BOCPURBOUF SPSWFBCECCE OCUPCPRM QSPIIPUO 4RVRCLF LDPN QSPIIPUO BO CF EPQF VDICH 1- 45 <> -. 45 <> PS %IPNCE <> "VUCPURBOUF SPSWFBCECCE EPQF VDICH #%PFR <> . C2 OHM TPCHSIC GHSUFS CMPN XMNOCPURBOUF SFGSOFCE BEECHFT BT 6 QIQUPUXJITM SPU’ VUCPURBOUF QSPIIPUO JT QSPIIPUO FE VDICH ‘QSPF SP43S <> ’* OQPWFHUT JOIFHST SBIDOL1QNPN LDPN QSPIIPUOFT BEECHFT VDICH #6480 <> BT XENPAT PSULMFS TSEB UFHH 12 0 ( NBPQQ <> 1 PIPL PEPDN QSPIIPUO UPPMOC ESBGSCOFCE BEECHFT JT OMG DTFVNP1 NBOV IIUJQF VUICH TURCEBEII / FVXYR EPOCNUIHUPUO QNMI 8 INM 0 040 / SFVUFRFT BO CF BCEBA FE USPVI UUF LDPN NICE MCF JUJMP PGST UUF QPXIIOMIZ UP CF LDPN QSPNF XIIJU #NIUJ IXEFS HBQ CJDMPFP<> 0 040 / LDPN CCFU XIIJU #NIUJ IXEFS PGST B SPSWFBCECCE UP UF LDPN QHUY VIF PGCUPICPSN BUD BOCJPURBO UFNP CZ QSPIIPUO UF CFUPGCPUP XPSNIT B TINCN XPSLMB XSOCH PO UF LDPN NICE MCF UF CIEBIO LDPN QHUY JQSPFQUSXIF BT BCE B ( 6 * UPPMP BCEBA FE SFVUFRFT 0 040 / TAPVSE DPEF EPDN CIPQUPUO BCE JOTURBPUPO JOTURBPUPO BSE QGFM BEMNCB I JT UQFT HUWCEPDN JOINEFS CIPQUPUO BUDEPSIPO

3 RISFOFT

1 IPMU %J 5PNNBIP , BSIB S1BIPV &WBD 8 ’MIEFO 1BOCH 1 #BSE &NMP 1BMNCP BCE $ FESFD / PJSBEFNSP / FVXYR FPCTMB SFSPMDPCH LDPN QUBPMCPMPKPSQXCT / BSESF CIPPTI CIPMRHZ

) PB 7 BO / HBQBO BCE %PPNORF - BMFORS 1- 45 QUESBENTHBBMOMFQUTCSPS1 UPMPDP ESBGSCOFCE LDPN QSPIIPUO #, $ CIPQPURBS BUX.

4RQFO ’ NUIVMB HRCCOJ XIU 8 FCC. JNWS &WFCOF 8. ZZBE BCE %BBEE + JQNOBO # BUDM BNMBMOMFQUTCSPS1 UPMPDP CIPQPURBS BUX.

# FCONJO # VIQ QOLL S1 EP 9J BCE %BBOMF ) VPO ’ BIUOE TOJUBOQP SPIQBUQMBLMCHUVICH PRRF " . 0 / UT / BUFS . FUPE

1 UQFT HUWCEP DN QHESBCE # HPFFE:

1 LPQO #OCFT %BBEB # XCFR ) TO: V S1BOCH. BUFX ‘ SBBBS 8 FFI 1PCH - J $SBEH. DQOBEI ) BNJIT. BO XNVM +PIXW. BIXG + MY. ZJUX FHIC ( JQ/ ) VLB 4BBFOUO 1TIFWHU " QPOZ " 2 VDOO " NBBB 4BUSEEPS7 BHET . BNBX

4HBI SFPMEXJXU 4IN : JU PCH 3PESHP - PQF BCE 4BBEI ) VOPS ‘ QOFSP SP44B0 QHOCN FTNBM QSPIIPUO BURCFCSMBUO # JIPQUPBS BUX.

. BUJIV 4FQEUZ . PT. BCE &WBCOF . . EPPCPW # 6490 " TIITCOF ( FOPNF ” TINCNMCL BCE " COBIPUO $PN QHUEMCOFT. FU PETJO. PNLVANS # JIPQUPBS.

+BBEF ) VSBKBQFQBT. STUPGFRS PINSEME - VIT1 $ SFMP %NHBBO4 [LINE] ZL - BFT +4FOFO $1STURO BVO. FSCE BCE 1FCEZ #PSL. ‘ BIUFQNPCF XIEF OCUNPOMBOCPURBO UFSPVH PSULMFS BUDHON FOUCZ FHFFY 0( NBPQQG . PMHJPM &WPM

1 UQFT HUWCEP DN QHESBCE # NIIUJ IXEFS
PLMdetect: *de novo* mapping of functional cis-regulatory motifs in 5’- and 3’-proximal regions from Arabidopsis and maize
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Identifying cis-regulatory motifs controlling gene expression is an arduous challenge that is actively explored to discover key genetic factors responsible for traits of agronomic interest. The Preferentially Located Motif detection (PLMdetect) method was developed to identify over-represented motifs (PLMs) in promoters at a preferred distance from the transcription start site in the model plant Arabidopsis [1]. Here, we expanded the PLMdetect method to comprehensively analyze de novo the promoters as well as the untranslated transcribed regions of Arabidopsis and the important crop maize. We sought to determine how their differences in genome content and architecture would be reflected in features of their PLMs in 5’- and 3’-proximal regions of each gene locus. We have currently identified three groups of PLMs for each species in each targeted region. An assessment of these PLMs using known plant transcription factor (TF) binding site (TFBS) data [2] revealed that a subset of these PLMs (9.4% and 7.3% in Arabidopsis and maize, respectively) are previously characterized TFBSs (tPLMs), while the others represent novel and uncharacterized motifs (uPLMs), not captured by the current collection of plant TFBSs. Positional analyses of the tPLMs revealed positional preferences of TFBSs from several TF families as previously reported in Arabidopsis [3]. Furthermore, GO term enrichment analyses showed that 15.3% of the uPLMs are able to infer functional predictions which are not provided by tPLMs. In the near future, we will add comparisons between the datasets obtained from each species. Additionally, the development of the interactive PLMviewer website will provide the plant community with a valuable resource of PLM datasets for exploitation to investigate user-specific sequences.
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1. Introduction

Our long-term objective is to conceive an integrated modeling framework of GRN (gene regulatory network) and metabolism. Our case study is Alzheimer’s disease (AD). We firstly focused on a GRN derived from AD patients, in order to quantify how the computational predictions of 15 GRN enzymes impact brain metabolism. In a previous work [1], we illustrate the interest in using Iggy, a discrete GRN (gene regulatory network) modeling framework, over a continuous one, for computing predictions for the 15 enzymes. These predictions had a better agreement with experimental results. Iggy’s benefits are that it can be used on a large-scale GRN and allow multi-perturbation without requiring a lot of parameters. However, Iggy’s limitation is that its discrete enzyme predictions are not easily integrable into a metabolic model mathematical framework (linear program optimization). In this work, our objective is to transform Iggy output to allow this integration.

2. Methods

Iggy uses a sign-consistency approach, expressed as a logic program in Answer Set Programming [3]. Iggy confronts interaction graph models with observations of (signed) changes between two measured states. It discovers inconsistencies between data and network and applies minimal repair (by adding positive or negative influence over some nodes in the graph). It can also predict unobserved nodes in the network. Iggy will give as output discrete values (or coloring models): plus (+), minus (-), no-change (0), that express increasing, decreasing, or stable gene or protein expression. To quantify them, we tested different approaches such as thresholds and logic programming properties. We also studied the enumeration of all consistent coloring models (i.e. the discrete signs assigned to each node in all possible configurations) and calculated their sign’s distribution.

3. Results and Perspectives

By studying all consistent coloring models we discovered that the solution space in our case study changes considerably when fixing different input-values (+,-,0) for 4 system proteins: HIF1A, CREBBP, ARNT, EP300. We explored the 3^4 possible sign configurations and observed that for some configurations the problems appeared more constrained (135 coloring models and about 20 repairs), whereas, for others, the problem is less constrained (more than 10^10 coloring models and about 9 repairs). For the more constrained cases, we showed that the full enumeration of the consistent coloring models allowed us to quantify the sign of several nodes, giving a different frequency of occurrence. However, for the less constrained cases, we were unable to list the consistent patterns. Our focus now is on 3 configurations (from the 3^4-4), which are close to the experimental data. For 2 of these configurations, Iggy offers the same sign as a prediction for the 15 enzymes. In order to observe a difference, we will test the impact on the predictions of using a more constrained logic in the sign constraints, such as the AND operator for signs.
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In recent years, single-cell RNA-seq (scRNA-seq) has fostered the understanding of complex biological processes (e.g. cell differentiation, tumorigenesis) and the underlying cell heterogeneity. A crucial step in the analysis of scRNA-seq data is the generation of a count matrix summarizing the signal detected for all the genes and all the cells. The content of the count matrix is directly dependent on the annotation of the genome, as only signals covering the annotated genes or transcripts are taken into account. scRNA-seq signal obtained with 10x Genomics technology is limited to the 3’ region of the transcripts, which may lead to signal loss, particularly in poorly-annotated genomes. For example, the annotation of the chicken Gallus gallus is not yet as complete as for the most studied organisms, such as human or mouse [1]. In order to assess to which extent such incomplete annotation affects scRNA-seq data analysis, we propose a novel approach to improve scRNA-seq analyses using long-read bulk transcriptome sequencing in matching cell samples.

We produced scRNA-seq data (10x Genomics / Illumina) from chicken cervical spinal progenitors at 66 hours of embryonic development. After quality filtering and alignment to the reference genome assembly (galGal6), up to 40% of the reads were not included in the count matrix. Visualizing the aligned reads in a genome browser revealed that significant signals fell outside of several known genes, and were thus not considered in the count matrix (as in the case of Sox2, a key marker for this study). Yet, the signal was often located in the vicinity of annotated genes. We thus concluded that loss of scRNA-seq signal was due to incomplete gene delineation, in particular at their 3’ extremities.

To address this issue, we generated bulk long-read RNA-seq (MinION Oxford Nanopore Technologies, ONT) from samples matching our scRNA-seq data, in order to delineate the transcripts specific to these cells. ONT was chosen as it enables a sequencing of cDNAs from the 3’ end, as for 10x Genomics / Illumina data. We exploited the long-reads data to expand the reference annotations collected from NCBI and Ensembl. We have evaluated various tools enabling the generation of gene annotations from aligned reads, such as StringTie2 [2] or Scallop [3], and selected the most appropriate ones to build our project-specific annotation. The resulting annotation combines the long-read bulk data, the scRNA-seq reads, and the reference annotation. Using this novel annotation, we were able to assign up to 87% of the reads at the genome scale, compared to 60% using only the reference annotation. We are currently evaluating the impact of this hybrid approach on the results of downstream scRNA-seq analyses.

This approach could be used to improve scRNA-seq analyses of other poorly-annotated genomes, i.e. the majority of available eukaryotic genomes, at a reasonable cost.
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Multiple myeloma (MM) is a yet incurable disease characterized by the expansion of tumoral plasma B cells [1]. Natural Killer (NK) cells can recognize and kill MM cells in vitro, and we previously showed that NK cells can limit MM growth in vivo in mouse models [2] These observations suggest that harnessing NK cell activity could be a valid therapeutic strategy to improve current anti-MM treatments, especially new MM-targeting anti-CD38 antibodies, whose efficacy may rely on NK cells. Yet, data on NK cell status in MM patients are scattered, several articles show conflicting results and multiparametric analyses of NK cell phenotype and functions during MM progression are missing [2]. To address these points, we investigated the multimodal single-cell expression profile of a cohort of 10 MM patients and 10 healthy donors, extracting bone marrow and blood paired samples.

In this study, the multimodal single-cell expression profile of the samples was obtained by Cellular Indexing of Transcriptomes and Epitopes by Sequencing (CITEseq) [3]. This protocol enables the measurement of genome-wide transcriptomes (many thousands of genes) and protein expression with a selected panel of antibodies in single-cells. We linked multiple modalities of the cohort data with the Seurat v4 workflow [4]. Trajectory inference of the scRNAseq data was performed with Monocle v3 [5]. Our results revealed major changes in the NK cell populations of MM patients compared to healthy donors. Notably, we observed the expansion of NK cell clusters characterized by low levels of cytotoxicity-related genes (Prf1, CD16). These results were confirmed by flow cytometry in a retrospective cohort of 180 MM patients showing increased frequencies of CD16-/CD226- NK cells associated with a poor clinical outcome. Thus, important NK cell modifications occur during MM development, with a potential association with MM resistance to current therapy.
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1. Introduction

We previously presented the ProteINSIDE tool to the scientific community [1,2]. ProteINSIDE was developed to mine results from large lists of proteins or genes, and thus to extract meaningful biological knowledge from “omics” datasets. The first version of ProteINSIDE gave 4 types of analyses or results: (1) identifiers conversion plus an overview of the biological information stored in public databases (NCBI and UniProt), (2) Gene Ontology enrichment analysis, (3) proteins that are predicted as secreted by mammalian cells, (4) protein protein interactions. Since then, we have improved this tool on many points, including an increase in the number of organisms considered, new functional enrichments (in addition to the GO ones) and the search for quantitative trait loci.

This new version of ProteINSIDE is available at the following address:
https://umrh-bioinfo.clermont.inrae.fr/ProteINSIDE_2/

2. Improvements

The workflow now uses the g:profiler API (Application Programming Interface) [3] for the conversion module (g:convert) and enrichment module (g:GOSI). The second version of ProteINSIDE analyzed lists of identifiers from more than 600 organisms rather than those from the 6 species previously targeted by the first version. Functional enrichment analysis previously focused on GO is now complemented by functional enriched analysis to find over-representation of information from several databases: (Human Proteome Atlas, Human Phenotype Ontology, Kegg, miRTarBase, Transfac, Reactome and WikiPathways).

A new functionality for protein protein interactions was added: the comparison between multiple lists experiments. For this, a user sends several lists of proteins. Then, ProteINSIDE, with the help of Psicquic [4], searches for any interactions between the proteins in these lists. The results are downloadable and can also be displayed on a network.

A complete overhaul of the tool was carried out in order to have a simplest interface and best optimization, in particular by parallelizing the calculations. Now the modules are independent of each other to allow the user to choose which one to launch, in order to access to the results as soon as possible without waiting for all the modules to finish running. For the visualization of networks, cytoscape web Flash was no longer supported and has been replaced by its Javascript version [5].

Finally, we added a fifth module, to search for quantitative trait loci using AnimalQTLdb [6] for the bovine species only.
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1 Introduction

During the oncogenic process, the malignant transformation of cells is associated with systematic interconnected changes in the genome and the epigenome. The work of the EpiMed group at the Institute for Advanced Biosciences has demonstrated that any malignant tumor aberrantly expresses a number of genes which are normally silent in all adult non-germinal tissues and that these ectopic expressions represent a unique source of biomarkers and potential therapeutic targets. An aberrant activation of several of these genes in cancers is systematically associated with a shorter patient survival prognosis \cite{1,2}. We present here a new open source Python tool “ectopy” \cite{3} allowing to robustly identify candidate prognosis biomarkers based on ectopic expressions in a machine learning approach. It aims to identify the most aggressive forms of cancer.

2 Method and Results

Our biomarker discovery strategy can be applied to omics data of gene expression or gene abundance (transcriptome, proteome) to search a robust association with survival. In the first step of our method, we identify, among the tissue-specific genes, those which are aberrantly activated in the studied cancer in more than 10% of tumoral samples. In the second step, we define a robust threshold of activation for each gene by exploring a range of possible thresholds, from 10th to 90th percentile of expression levels. Each threshold is tested for its ability to discriminate between two groups of tumours, respectively of low and high expressions, corresponding to significantly different survival probabilities. The robustness of the thresholds is estimated using randomized k-fold cross-validations.

We then select a number of candidate biomarkers robustly associated with survival probability to create a prognosis tool by combining them together. Finally, we stratify the tumours according to the number of gene activations among this subset of selected markers. An application of this method to define a prognosis tool in breast cancer is shown in the figure below. A panel of five prognosis biomarkers were identified using the “ectopy” software in the TCGA-BRCA training dataset and successfully validated in two independent test datasets E-MTAB-365 and GSE25066. The patients for whom none of the five genes were activated (blue line) have a significantly higher disease-free survival probability than the patients for whom one or more genes were simultaneously activated (red and black lines).
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Redefining the archaea Thermococcales order with the biogeographic repartition and comparative genomic analysis of 104 isolates.
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The Archaeal Thermococcales order comprises anaerobic hyperthermophilic organisms with some of them additionally barophilic. Based on the phylogeny of their 16S rRNA genes, Thermococcales have been ranked into three genera: Pyrococcus, Thermococcus and Palaeococcus [1]. These archaea all harbor small, fast evolving genomes and a number of integrated of self-replicating mobile genetic elements [2–4]. Due to the combined effort of different teams, several isolates are now genetically tractable and used as valid genetic models to investigate the extremophilic way of life.

With our complete genomic sequencing of 69 new Thermococcales genomes (55 Thermococcales, 12 Pyrococcus and 2 Palaeococcus), the total number of available Thermococcales genomes is now in excess of 100. The size, quality and completeness of this closed chromosomal sequences is making of these organisms one of the most represented archaeal order so far. The complete Thermococcales genomic dataset was analyzed using number of bioinformatics investigating techniques, core genome phylogeny, Average Nucleotide Identity (ANI) of the 16S or to the global genome (FastAni), the standardized microbial taxonomy approaches based on phylogeny developed for the Genome Taxonomy Database GTBD and all these analyses will be compared and linked to our biogeography analyses.

These analyses will be compared and linked to our biogeography analyses. The different approaches used in our deep comparative analysis concurred in unambiguously ranking all Thermococcales genomes into three genera differing significantly from the current classification based on 16S rRNA gene sequences. If the Pyrococcus genus remains unchanged, the extent of Thermococcus genus has been revisited with a number of genomes now belonging to the Palaeococcus genus.

The redefinition of the concepts of genus and species proposed here allowed the precise characterization of an entire archaeal order. The principles described in this work could be extended to rank accurately any groups of prokaryotic organisms for which a sufficient number of complete genomic sequences are available.
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Genes lacking homology in other species are systematically found in newly-sequenced genomes. These so-called orphan genes include genes that diverged extensively from pre-existing ones but also genes that evolve de novo from DNA of non-genic origin. [1]

The objective of this study was to investigate de novo gene birth in the genomes of plant-parasitic nematodes of the Meloidogyne genus. The choice of this model is due to the availability of high quality genomes and preliminary results suggesting the presence of a large number of orphan genes. Seven species of this genus were studied: M. arenaria, M. enterolobii, M. floridensis, M. incognita, M. graminicola, M. hapla, and M. javanica.

From the 348,320 protein sequences predicted in the seven Meloidogyne genomes, 115,713 lacked homology in any other nematode and were thus specific to this genus, according to a Nematoda phylum-wide OrthoFinder analysis [2]. Using RSEM on RNA-seq data available for four of the Meloidogyne species; we confirmed that 43,774 proteins (or their homologous sequences) had corresponding genes supported by transcriptomic data. These 43,774 proteins were all considered as encoded by potential ‘functional’ orphan genes. A Diamond homology search revealed that 90% of these proteins had no further homology in the NCBI’s nr database suggesting these 39,507 sequences are encoded by ‘true’ orphan genes. A maximum parsimony ancestral state reconstruction with Mesquite was then performed to determine the timing of appearance of each orphan gene in the Meloidogyne phylogeny. A large proportion of the identified orphan genes emerged in a common ancestor of the species M. arenaria, M. enterolobii, M. floridensis, M. javanica and M. incognita, all belonging to the Meloidogyne clade 1. We then searched for potential de novo genes specific to clade 1 using the closely-related M. hapla (clade 2) and M. graminicola (clade 3) as outgroup species. The protein sequences coded by the 32,273 clade 1 orphan genes were aligned on the genomes of M. hapla and M. graminicola using the Exonerate tool [3]. A total of 8,652 proteins aligned with at least 30% coverage and 30% identity (according to species specific thresholds previously determined) on the genomes of M. hapla and / or M. graminicola, while no gene was predicted at these loci. These clade 1-specific genes could thus be traced back to non-genic regions in these genomes and probably represent de novo gene birth events. Analyses were done to detect the events that allowed the transition from a non-genic sequence to a de novo gene (elimination of STOP codons, modification of splicing sites …).

Considering their number, de novo gene birth events have had a significant impact in the evolution of the Meloidogyne genus genomes. One might wonder about the biological impact of de novo gene birth events. Insofar as they are specific to Meloidogyne, a part of these genes could be involved in plant parasitism mechanisms.
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Studies in regulatory genomics are mostly based on datasets produced by in vivo techniques at the genome-wide scale, such as ChIP-seq, ATAC-seq, CLIP-seq, etc. These epigenomic experiments yield thousands of genomic regions with sizes (typically >200 bp) larger than transcription factor (TF) binding sites (TFBSs, typically 5-30 bps). Thus, for such datasets that are far from the base-pair resolution, motif analysis is required to uncover the binding specificity of the profiled TF, to predict their potential cofactors, and to infer the precise locations of the TFBSs within these larger regions.

Nine years ago, we introduced peak-motifs [1,2], a time-efficient computational workflow designed for the analysis of ChIP-seq and similar epigenomic datasets, e.g. ATAC-seq, CLIP-seq, etc. This workflow is included in the user-friendly Regulatory Sequence Analysis Tools (RSAT, www.rsat.eu) [3] software suite. The RSAT peak-motifs performs de novo motif discovery from the provided sequences, compares the discovered motifs with user-provided or public motif databases, predicts TFBSs locations and creates custom tracks of the putative sites for UCSC browser visualization. Furthermore, peak-motifs can be used for differential motif analysis between two datasets to discover dataset-specific motifs.

Encouraged by the wide use of peak-motifs, we are now introducing peak-motifs2, a novel major release of RSAT peak-motifs. In peak-motifs2, the input web-form was re-designed to enhance user navigation and accessibility. In addition to peak sequences, a BED file can now be provided as an input, and users can choose to automatically retrieve the corresponding genomic sequences from an organism available at UCSC or locally-installed in RSAT. Low-complexity regions can be masked to prevent the generation of spurious motifs. Clustering of discovered motifs is performed to produce non-redundant motif collections. Positional distributions of predicted TFBSs in the sequences are computed to assist in ranking the discovered motifs. Finally, the HTML result report now takes the form of a dynamic dashboard to enhance biological interpretability of discovered motifs and to accommodate the new motif analysis results and features. The tool peak-motifs2 is still in development, available at http://rsat-tgc.univ-mrs.fr/rsat/. The RSAT suite can be downloaded from https://github.com/rsa-tools/.
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1 Context

Nowadays, new sequencing technologies give access to a great and growing quantity of genomic data. New methods and tools have to be developed to process and analyze this much information effectively. Those new technologies also provoke a paradigm switch in our approach of analyzing genome. Instead of comparing data to an unique reference genome, we can now compare data to a pangenome. [1]

Moreover, latest pangenomic studies showed the limit of the traditional reference genome approach used until now for agronomic purposes. The concept of pangenome has been introduce in 2005 by Tettelin et al [2] in a bacterial study, he defined the pangenome by categorizing three parts:
- Core genome for genes present in all strain,
- dispensable (or shell) - genome for genes absent in at least one strain
- and unique (or cloud) genome for genes present in only one strain.

The expanded definition now considers that a pangenome is a set of genomics sequences to be analyzed or served as a compliant reference and which integrates information on genomics structural variations between different varieties, groups of individuals or individuals of the same species. Studies using a pangenomic approach mainly use pipeline of tools[3] in order to build and analyze pangenome.

Stand-alone tools are in active development during last years but the size and the complexity of plant genomes make it challenging.[4]

2 Purpose

Facing the diversity of pipeline approaches and stand-alone tools, often designed for microbial pangenomics, we are exploring multiple solutions through benchmarking. We expect to propose to plant molecular breeders and plant bioanalysts the optimal solution(s) to shift their analyzes from reference genomes to pangenomes in order to support their work on crop varietal improvement and evaluation.
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Plant viruses cause a large part of the emerging plant diseases and pose a great threat to agricultural crops worldwide. INEXTVIR Marie-Curie Training Network proposes the use of High-Throughput Sequencing (HTS) technologies for studying the virome of agricultural crops across Europe. In the frame of that project, we explored the issue of cross-contamination in viruses in metagenomic data. With the improvement of bioinformatic methods to detect viruses in these data, we now have some cases where tools (kraken, kaiju …) can rightfully predict something that is obviously wrong from a biologic perspective because of cross-contamination. We used controlled biological sequences generated in our own laboratory to test the detection of viruses (originating from cross-contamination or not) with known indexing status. Then, based on this dataset, we selected alternative strategies to rightfully predict the status of virus detection in these samples: infection or contamination.

We present Cont-ID, a method designed to check for cross-contamination in viruses previously identified in metagenomic datasets. It relies on a simple principle, every sample in a sequencing batch should have been processed the same way with at least one alien control. Cont-ID is an open-source python script that will be available (ongoing publication). It uses a decision tree to classify every species prediction on every sample of the sequencing batch into (true) infection, (cross) contamination. The method used seems to work regardless of the host (fruit tree, grass, human, animal …) or the sequencing technology used (dsRNA, Total-RNA, Small-RNA …)
Large structural variant detection on Pearl millet genome using Bionano optical mapping
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Pearl millet is a cereal cultivated in sub-Saharan Africa, India and South Asia and is the staple food for more than 90 million farmers. The richness of its grains in protein, micronutrients and fibers makes Millet a particularly interesting agronomic crop. This plant species is also adapted to arid soils and high temperatures. Thus, research projects aiming to improve this crop’s productivity and resilience may help society to adapt to climate changes and contribute to greater food security.

The Pearl millet reference genome is composed of 7 chromosomes for ~ 1.79 Gb, with a percentage of repetitive DNA above 80% [1]. Genomic association studies conducted previously in our laboratory led to the identification of a large structural variation (SV) concerning two thirds of chromosome 3 and spanning ~ 200 Mbases. Self fertilization studies revealed that recombination is suppressed in this region. Given that inversions prevent recombination, the hypothesis has been made that the SV may be a large chromosomal inversion. Moreover, while this SV appears to be lethal in homozygous state, plants carrying the hypothetical inversion on only one copy of chromosome 3 display advantageous and adaptive traits.

In order to characterize this large structural variant, optical maps from several genotypes were generated with the Saphy System from Bionano Genomics, some of them carrying the potential inversion on one copy of chromosome 3. Optical mapping is a technique which enables identification of short sequence motifs on long DNA molecules ranging from 0.1 to 2 Mbases. The average molecule length of optical maps (~ 225 Kbases) being greater than the read lengths from both short and long read sequencing, they can span genomic regions usually difficult to study with sequencing data. Assembly of these raw molecules leads to the generation of contiguous and up to hundred megabases scale representations of genomes. Thus, optical maps can be used to improve genome assemblies, and especially to assist the scaffolding process of sequence contigs. This technique can also complement sequencing technologies for detecting large and complex genomic SVs [2].

We used two alignment tools, Refaligner from Bionano and OMBlast [3], to anchor large optical maps to the Pearl millet reference genome. Our aim is then to detect a potential large chromosomal inversion comparing the optical maps from different genotypes aligned to chromosome 3. Aligning optical maps is however different from aligning genomic sequences, and very few tools are currently available for data quality control and analysis, as well as for detecting SVs. Making use of these promising data is therefore not an easy task, especially with the complexity of plant genomes.
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Abstract

Horizontal gene transfer (HGT) is the transmission of genetic material by other ways than vertical transfer which is the natural inheritance of genes from parents to their offspring. Although the phenomenon has been known for long between bacteria as a major mechanism of evolution and adaptation (e.g. antibiotic resistance), the occurrence of HGT in eukaryotes is still a matter of debate. In the last few years, several publications have described genes of bacterial or fungal origin [1] but also of plant origin [2,3] acquired by horizontal transfer in *Bemisia tabaci*, one of the most globally significant crop pests. These were the first HGT events described from plants to animals [2,3]. The goal of our research was first to validate these results using a different approach. In a first step, the Alienness tool [4] was used to identify putative HGT events from the *B. tabaci* MEAM1 strain proteome available on the Whitefly Genome Database [1]. Alienness calculates an Alien Index score (AI) based on the E-value gap between the best non-metazoan and the best metazoan blast hits. We identified 752 genes with an AI score above 0, among which 157 were possible HGT (0<AI<14), 405 likely HGT (AI>14 and identity percent under 70), and 190 likely contaminations (AI>0 and identity percent above 70).

Then, we used AvP (Alienness vs Predictor) to study the phylogeny of each case and select the most likely HGT events. Among the putative HGT predicted by Alienness, 495 were classified as ‘Strong HGT support’ by AvP and, among them, 152 were of Viridiplantae origin. These included the genes described in the literature [2,3], among which BtPMaT1 encoding a phenolic glucoside malonyl transferase playing an important role in xenobiotic compounds detoxication. We also identified a pectin methylesterase coding gene of plant origin which constitutes a huge advantage for a phytophagous specie like *B. tabaci* because it is involved in the pecto-cellulosic plant cell wall degradation.

To strengthen HGT hypotheses and rule out the possibility of contamination, we checked the presence of the genes of interest in the genomes of two other *B. tabaci* strains using OrthoFinder[5]; which allowed classifying the query genes in orthogroups. As an outgroup species, we chose the pea aphid *Acyrthosiphon pisum*. All our putative HGT events were shared by at least two *B. tabaci* strains, discarding the contamination hypothesis.

Finally, we used GoFuncR [6] to identify significantly enriched functions in the set of proteins acquired by HGT according to AvP. Among the interesting enriched GO terms; we found the term ‘transferase activity’ (11 proteins including the BtPMaT1 gene) and ‘oxydoreductase activity’ both related to detoxication of xenobiotic compounds.

Overall, our analyses confirmed HGT events of plant origin in the genome of *B. tabaci* but also allowed identifying new HGT cases from different non-animal origins that will deserve further studies in the future.
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DNA methylation is one of several epigenetic mechanisms that cells use to control gene expression. Since many cancers have low levels of DNA methylation compared to most mammalian somatic tissues [1,2], we want to investigate the implication of DNA methylation as a key regulator of gene expression contributing to cancer development [3,4]. The first objective of this study is to group genes according to the three following characteristics: i) CpG density of their promoter region, ii) level of methylation of the promoter region in normal tissues, iii) level of expression in a demethylating context. The aim is to define a set of genes whose promoter region is CpG-rich and widely methylated in most tissues and whose expression is up-regulated in a demethylating context. The second objective of this study is to investigate whether this subset of genes could be enriched in cancer aggressiveness biomarkers. To investigate the first question, we are developing dmethr (http://github.com/fchuffar/dmethr/), a three-step dedicated pipeline, and apply it on publicly available datasets.

1st step: genomic regions surrounding the TSS of RefSeq genes (TSS +/- 2.5kb) are divided into 100bp-length bins. We compute the CpG density of the defined bins and obtain a matrix of 26067 genes and 25 bins. From this matrix, a PCA on genes separates 15928 CpG-rich and a 10139 CpG-poor associated genes.

2nd Second step: CpG-rich associated genes are clustered according to their methylation status in a publicly available dataset of normal tissues (GSE56515, GSE48472, GSE64096, GSE50192, GSE31848, GSE73375). We obtain a matrix of 166894 methylation probes and 370 samples. The 166894 methylation probes are mapped to the genomic regions surrounding the TSS of 14901 CpG-rich genes. The 370 samples are also mapped to the 30 healthy tissues. The initial methylation signal is then reduced by successively computing the average methylation by tissue and by gene. A matrix of average methylation values is obtained for 14901 genes and 30 tissues. A hierarchical clustering on this matrix reveals a set of 859 CpG-rich genes widely methylated in healthy tissues.

3rd step: A differential analysis of gene expression in control vs. demethylating context is performed. Two public expression datasets are selected for this analysis: i) RNA-seq from wild type (control) versus DNMT double KO HCT116 cells (colon cancer cells, GSE45332), ii) transcriptomic microarray from control and 5-azacytidine treated lung cancer cell lines (GSE5816). A Gene Set Enrichment Analysis [5] of these transcriptomic signatures confirms that they are significantly enriched in CpG-rich genes widely methylated in healthy tissues. Using a cut-off of adjusted p-value > 0.05 and foldchange > 2 we obtain 189 CpG-rich genes widely methylated in healthy tissues and upregulated in a demethylating context. We now plan to look for the association between the expression of these genes and prognosis in The Cancer Genome Atlas dataset [6].
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1 Introduction

DNA methylation differences among individuals can be identified through Whole Genome Bisulfite Sequencing. To analyze the substantial amount of data generated by this technique, several tools have been developed, yet most of them operate in a command line fashion, require some expertise and/or cover only a part of the whole process. The purpose of this work is to provide a user-friendly tool that can analyze data in bulk and provide reproducible and easily accessible results.

2 Methods

The snakemake [1] workflow relies on Trimmomatic [2] for reads quality control and adapter trimming. It prepares the genome by indexing it with Bismark [3] which also takes care of alignment and generates methylation reports (CX-reports) and other useful files that can later on be viewed in a self hosted Jbrowse2 instance [4]. We also convert methylation calls to CGmaps as per MethGET’s [5] specifications for later use. We use DMRcaller [6] to identify Differentially Methylated Regions and some in-house scripts to correlate DMRs with close genes. Lastly, overall quality statistics and reports are generated by FastqQC [7] and Bismark and then merged into a MultiQC [8] report. A local MongoDB is deployed upon installation and keeps track of all analyses, which lets users directly access their data, and view configuration profiles and other important metrics.

3 Results

We present BiSePS, a Snakemake [1] Pipeline wrapped inside an Electron Desktop Application, compatible with Linux, Windows and Mac-OS that tackles the DMR identification task from A to Z.
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In Eukaryotes, RNA splicing is a process by which introns are excised from pre-mRNAs and exons are joined together to form mature mRNAs. Through the selection of distinct 3’ and 5’ splice sites, alternative splicing can produce different mRNAs originating from the same gene. This process dramatically expand the proteome and it is now estimated that about 95% of human multiexon genes undergo alternative splicing [1].

By generating mRNAs with different coding sequences, alternative splicing complexify the proteome and is central in the development of tissue-specific gene expression programs. Muscle, brain, epithelial development for example, dramatically rely on controlled programs of alternative splicing to produce proteins that are almost unique to these tissues. Conversely, misregulation of alternative splicing may lead to many diverse pathological consequences [2].

The regulation of alternative splicing is highly dependent upon RNA binding proteins (RBPs) that through specific association to regulatory elements located in the pre-messenger RNA sequence dictate the splicing outcome [3]. The identification of these splicing regulators and their RNA targets is therefore central for the understanding of the mechanisms of gene expression in normal and pathological context. Hundreds of RBPs are expressed from the human genome and despite the existence of powerful biochemical methods it is a daunting task to experimentally identify specific RNA/RBP interactors,

From RNASeq data, alternative splicing is most precisely defined by the existence of reads that overlap the exon/exon junctions created during the splicing process. Quantification of such junction reads may serve as a base to quantify each splicing event in the cell or tissue. The GTEX portal [4] offers thousands of human RNAseq data originating from 55 tissues with such junction reads information available. The portal also offer gene expression data. By combining the analysis of junction usage and RBP expression among thousands of GTEX samples from diverse tissue origin, we aim to identify RBPs that are the most correlated to specific alternative splicing events of biological importance. As a proof of concept, we focused on the analysis of alternative splicing events with experimentally validated RBPs regulators to assess the results of the correlation analysis.

We envisage that this correlation analysis will allow use to prioritize the RNA binding proteins potentially involved in the regulation of specific alternative splicing event before we experimentally validate the causal relation between RBPs and specific alternative splicing events.
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Advances in next-generation sequencing techniques have in the last decade revolutionized the field of archaeogenetics by allowing the retrieval of whole genome sequencing data from ancient remains in a somewhat reliable manner. Hence, increasing attempts to unveil genetically related individuals among ancient burial grounds, charnels and necropolis can now be found scattered around scientific literature. Conjointly, a handful of recently published statistical methods now claim their ability to accurately estimate genetic relatedness between past individuals, while making do with the characteristic patterns of post-mortem damage and the extremely low sequencing depths typically recovered from ancient DNA. However, while gaining a firm grasp on the limits of these novel methods is a paramount precautionary step to safely interpret their results, a formal comparison regarding their respective predictive power and biases has to our knowledge never been published in literature.

In light of this, we implemented a scalable and reproducible Snakemake pipeline that is aimed at conducting a standardized comparative analysis between three published ancient DNA genetic relatedness estimation methods: READ, TKRelated and Grups [1,2,3]. Using Ped-sim [4], our pipeline carries out whole-genome pedigree simulations starting from randomly selected present-day individuals of the CEU population [5]. The resulting data is then artificially decayed to mimic ancient DNA sequencing data using Gargammel [6]. Following the current best practices, our pipeline finally performs data pre-processing and attempts to reconstruct genetic relatedness within each simulated pedigree, using our candidate methods.

To unveil the predictive biases that these methods may have and delineate the minimal required conditions for their proper usage, these simulations were performed under five scenarios of average sequencing depths, ranging from 0.01 to 1X (n=50), thus enabling us to obtain comparable estimates of the sensitivity, specificity and general classification performance of each method. Our study not only unveils a lack of specificity from TKRelated and Grups at such low sequencing depths, but equally demonstrates that estimating genetic relatedness between ancient individual remains a feasible prospect when using READ, with as few as 1700 overlapping SNPs and with a negligible risk (<1%) of obtaining false positive results.
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Protein phosphorylation acts as an efficient switch controlling deregulated key signalling pathways in cancer. In computational biology, prior knowledge networks can be extracted from pathway oriented interaction databases by using pathway enrichment methods. But this may promote well-known proteins and disadvantage less-studied proteins. Furthermore, prior networks contain redundant interactions. To overcome these issues, our team developed Phos2Net, a bioinformatics tool for identifying paths that connect signalling proteins to their targets in specific contexts \cite{1,2}. Phos2Net suggests potential effective pathways that could explain cancer cell phenotypes such as proliferation or motility. The computational pipeline is publicly available (http://doi.org/10.5281/zenodo.3333687).

This tool starts by building the prior knowledge network, containing all the pathways enriched in differentially phosphorylated targets, using KEGG and Pathways Commons databases. Secondly, it relies on two graph theory algorithms (random walk with restart method and Dijkstra’s shortest path algorithm) to select biologically relevant paths in this network. The potency of the tool was tested on various phosphoproteomic data (involving well-known tyrosine kinase SYK or PIK3CA kinase and unfamiliar SRMS kinase) \cite{1,2}.

As the tool was only available on Linux operating system, the first aim of this work is to extend the portability of the tool by the creation of an executable program working on Windows. This requires the translation into Python language of parts of the original code written in others languages. More specifically, we exploit Scipy and Numpy libraries. We hope this development will offer a better visibility to this tool. The second aim is to integrate a new option based on Cancer Cell Line Encyclopedia \cite{3} in order to take in account the differences between various cancer cell lines in terms of presence or absence of network proteins. We modify the interface to allow users to select the cell line they are interested in. This option indicates the proteins present in the network which are not been detected as expressed in the selected cancer cell line from \cite{3}.
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The recycling of macroalgal biomass influences the functioning of coastal ecosystems. It relies heavily on pioneer bacteria capable of attacking intact algal tissues and releasing degradation products into the water column. In this project, we explore the presence of some of these pioneer bacteria of the genus *Zobellia* in marine, coastal or alga-associated metagenomes.

Metagenomic libraries found in public databases MAGnify or IMG/G with taxonomic or functional match to *Zobellia* were initially selected. Reads associated to the genus *Zobellia* were detected using Kraken2 software, and the relative abundance of *Zobellia* in each metagenome was estimated with Bracken. Reads were then assembled (metaSPAdes) and annotated (Prokka) to verify the presence of this bacterial genus and study its functions. This bioinformatic methodology has proven its effectiveness by revealing the prevalence of bacteria on the surface of macroalgae, highlighting the specialization of the flavobacterium for algal degradation.

Analyses were conducted by several Bachelor students during their tutored or internships projects in close collaboration with the ABiMS IFB platform and local research team.
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The Lactobacillus genus comprises 261 species displaying a great diversity of genotypes, phenotypes and habitats, some of them exhibiting key importance in food, biotechnology and therapeutic applications. The initial taxonomy of lactobacilli, mostly based on phenotyping traits and chemotaxonomic criteria such as DNA-DNA hybridization, was recently revised using a comparative genomics approach, leading to the creation of 23 novel genera [1]. In this context, the International Center for Microbial Resources dedicated to food associated bacteria at INRAE (CIRM-BIA) has recently decided to explore and characterize the genomic and functional diversity of a collection of 250 food associated strains from 21 species reflecting the three major lifestyle categories (free, commensal, nomadic) known for this group.

In order to analyze this dataset, we first designed a Snakemake bioinformatics workflow [2] allowing the fine characterization of the quality of genomic data, the assembly and annotation of genomes, and the analysis of genomic diversity of the 250 Lactobacillus strains, both at inter and intra-species levels. We computed different phylogenetic trees to evaluate and represent the dataset diversity at different scales, but also to enable metadata integration and evaluation of the relevance of the new taxonomy of lactobacilli on our dataset. We are currently working on the comparison of the gene content of the 250 assemblies to analyze the metabolic potential of this bacterial group through the construction of the pan-genome of the different species.

The work is still in progress and the poster will present the first results we obtained on phylogenetic trees constructed either using genomic distances such as MASH [3] or from phylogenomics approaches based on the core-genome alignment, and represented using the ggtree R package [4].
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Recent cancer-related epigenome studies have highlighted the main role of epigenetic modifications during tumorigenesis. Notably, variations of DNA methylation in cancer are closely associated with abnormal gene expression and oncogenic processes. Although universal systematic epigenetic deregulation patterns have been revealed in cancer, pan-cancer methylation studies of large-scale methylation data also indicates that differential methylation patterns vary significantly among cancers. Despite their crucial biological and clinical relevance, the constraints underlying DNA methylation variation remain poorly understood. In this work, we aim to investigate the robustness and sensitivity of DNA methylation patterns to environmental variations and oncogenic processes.

We addressed this question by applying a systematic statistical analysis on DNA methylation (Illumina Infinium methylation EPIC BeadChip) issued from multiple replicates of HCT 116 human colorectal carcinoma cell line under normal condition or under serum deprivation stress. First, we built an epigenome-wide association study (EWAS) and combined the resulting spatially correlated P-values to identify conserved and differentially methylated regions. We then assessed the variance of DNA methylation probes in those regions using biostatistical models accounting for uneven methylation data structure across the genome.

This should allow the identification of typical patterns of noise in DNA methylation signal, corresponding to epigenomic region less constrained and more prone to change under environmental or physiological perturbations, such as oncogenic processes. We then intend to evaluate the impact of these epigenetic hotspots on gene expression and to propose models that interpret or predict functionally meaningful cancer epigenetic “hot” domains. The results obtained will be correlated with clinical data (prognosis, cancer predisposition, treatment response, etc).
EuphausiidDB: A Transcriptomic reference Database for Krill Species
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Euphausiids, commonly called "krill", are the main prey of marine predators such as seabirds, fish or marine mammals, and they represent both a direct link between the extreme levels of the food chain and its pillar. They are as well a good organism model in terms of geographical diversity and latitudinal distribution within the oceans to study the diversity of physiological adaptations to temperature.

Indeed the geographic distribution of ectothermic species is determined in part by temperature, as seems to be evidenced by the distribution of species along the latitudinal thermal gradient and the bathymetric sinking of boreal marine species along this gradient [1, 2]. In addition to the species-specific evolutionary history, understanding the physiological mechanisms underlying this temperature-dependent distribution should help explain the current distribution of species but also predict how global warming is likely to impact species where they occur and how they will be able to cope [3, 4].

With 85 species, the *Euphausiidae* is the largest family in the order *Euphausiacea* (86 species).

We present in this study the constitution of the first genomic resource of annotated transcriptomes of Euphausiidae covering a wide spectrum of species (17 species).

All datasets were assembled and analyzed using the same workflows dedicated to de novo assembly and functional annotation.

The assembly workflow includes evaluation, filtering and trimming of raw data as well as de novo assembly and evaluation of assembled transcripts. Indeed, assemblies were first performed jointly with Trinity and rnaSpades, then selected for EuphausiDB based on remapping rates (Salmon), BUSCO completeness rates (against eukaryotadb10 and arthropodadb10 databases) and average contig length. The annotation workflow was therefore mostly performed on rnaSpades transcriptomes. We predicted proteins with transdecoder and functional annotation is done with Interproscan, Diamond (vs. Uniprot/Swissprot, Uniref90) tools. We also performed an rRNA search with the barnap tool and a signal peptide search with SignalP.

The EuphausiDB portal offers the possibility to users to explore the database by using a “simple or advanced” search function for a specific taxonomic level, a specific geographic location or a project origin and soon specific annotation. Statistical interactive charts, readsets location map and table and resulting datasets list are associated to the search functions. For each selected dataset, the user can access to both readset and assembly short summary page with cross-references to external databases (EBI SRA, NCBI taxID, WORMS) which allows better traceability and homogeneity across databases and the possibility of downloading all resulting files.

The idea of creating this database dedicated to euphausiids gradually developed due to the increasing amounts of data collected during different campaigns. The aim is not to build a new database on the emblematic species of the taxon, *Euphausia superba*, but to offer the scientific community a broader and evolutive transcriptomic resource that will support the development of new studies on less well known species or studies employing a comparative approach.
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1 Introduction

The microbiome is the genetic material of all bacteria, fungi, protozoa and viruses that live on and inside the human body. Features of the microbiome have been shown to impact human phenotypes and play a role in the activity of some therapeutic drugs. Given the recent availability of high throughput microbiome data much effort has been devoted to develop approaches to analyze and visualize microbiome data. We present a multivariate model-based approach that seeks to provide a unifying framework for analysis and visualization. We propose and study lower dimensional reductions of the data, that preserve all relevant information for the phenotype. A special feature of the data is the excess number of zeros, which we explicitly accommodate in our approach. The methodology builds upon our own previous results [1] and it is also related to conditional extensions of Hurdle models proposed to deal with single-cell RNAseq data [2].

2 Method

We introduce zero inflated conditional graphical models for the association between the microbiome data and the outcome or phenotype of interest. To model the excess of zeros we augment the microbiome compositions $X$ with a zero-pattern vector $\nu = \nu(X)$, where $\nu(X_i) = I(X_i > 0)$. We propose several pairwise graphical models and derive score-based estimators [3] for the inverse regression model $P(X, \nu | Y) = P^+(X|\nu, Y)P(\nu|Y)$, where $Y$ denotes the outcome of interest or phenotype. The first probability in the product models abundance relationships conditioned on the outcome (differential abundance when $Y$ is binary), whereas the second models conditional presence-absence relationships. The two components in the joint-model are estimated separately. Once these models have been estimated, low-dimensional visualization and relevant biomarkers are derived from the model parameters. Importantly, interactions between different microbiome components are obtained as a by-product.

3 Results

Results obtained for synthetic data with a realistic proportion of zeros [4] show that the proposed models perform very well and indeed better than models that do not take into account the excess of zeros. Results with real data from the American Gut project with body mass index as the outcome also showed that the presence of zeros estimated separately in the reduction greatly improved the prediction of the outcome.
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**Improving the quality of public metagenomic data to study soil microorganisms**
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Metagenome-Assembled Genomes (MAG) are a powerful resource to uncover the genetic diversity of uncultured microorganisms in different complex environments [1]. Specialized databases provide storage of worldwide samples and automated raw data processing to obtain MAG [2]. This type of open data represents unparalleled opportunities in the study of biotic interactions, including plant-associated organisms.

The rhizosphere is the area where multiple soil-dwelling microorganisms interact with plants. Among those, some pathogenic nematode species can invade roots and hijack plant resources. Although horizontal gene transfers (HGT) from bacteria and fungi have contributed to the evolution of phytophagy in nematodes; the donors have never been accurately identified [3]. In parallel, some other members of the rhizosphere, called arbuscular mycorrhizal fungi (AMF), provide benefits to plants, improving their growth and health. However, which combination of microorganisms benefits more to plant health across different environments remains poorly known [4]. We investigated whether mining soil MAGs could improve our knowledge on these two main questions related to plant health.

We collected 6,800 soil metagenomic datasets from the Joint Genome Institute's IMG/M server, the most extensive metagenomic resource [2]. The challenge was to filter and make this massive dataset more accurate and meaningful. First, we filtered the data based on assembly’s quality by keeping only proteins from contigs of at least 1,000 bp or containing at least 3 genes. An important issue in MAGs is the underrepresentation of eukaryotes and their annotation with prokaryotic tools [5]. Thus, we filtered eukaryotic contigs and repredicted proteins using Augustus, a eukaryotic dedicated gene predictor. Moreover, due to the bulk sequencing of all organisms and the combining of multiple samples; redundancy at the protein sequence level had to be eliminated. Finally, because the taxonomic assignment is solely based on the best blast hit against NR regardless of the percent identity; this information is unreliable. We thus, improved taxonomic assignment using a last common ancestor algorithm. After all these steps, we obtained an improved and non-redundant database (950 Million proteins) more representative of the soil natural biodiversity.

We are currently using this resource to study plant-associated organisms: (i) we are obtaining a more complete detection of HGT in nematodes with better identification of putative donors (ii) we are mapping the distribution of AMFs to deduce the correlation between the observed species and environmental characteristics.

The results will improve our understanding of the interaction between plants and other organisms to consider new strategies for crop cultivation and protection.
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Malignant transformation is associated with major abnormalities in the genome and its “markup” system, the epigenome, leading to deregulations of the gene expression program and subsequent modification, or even total loss, of cellular identity. Following these deregulations, cells can acquire new properties, which do not exist in the original normal cells, some of which are characteristic of cancer cells, such as the ability to spread to locations far from their place of origin. One of the consequences of these deregulations is the ectopic activation of genes which should normally be silent in healthy somatic adult tissues. For instance, as we observed from our previous work, tissue-specific genes, normally expressed only in one particular tissue, especially germline and placental genes, become aberrantly activated in tumour cells [1,2,3].

Today, considerable technological advances in the fields of genomics and post-genomics produce a large volume of high-quality data of genome sequencing. RNA sequencing (RNA-seq) data, measuring the gene expression levels in large datasets of normal and tumour human samples, are currently available in public repositories (GTEx, NCBI GEO and TCGA) and represent a great opportunity to address complex biological questions using artificial intelligence approaches. In this project, we aim to create a machine learning model which can accurately recognize the cellular identity of normal human tissues from large datasets of publicly available transcriptomic data. The classifier is built with more than 3600 samples and 30 tissue types and can be applied at different levels of tissue representation. The main steps of the pipeline are shown in Fig.1. This classifier, once trained on normal samples, represents a powerful tool to measure cell identity deregulations in different tumour samples. Using this tool, we are able to explore tumour heterogeneity in several cancers as well as in histological subtypes, and to integrate this information with molecular, biological and clinical data.
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Exploring the links between genetic and phenotypic traits is an important area of research in agronomy. One of the main objectives of this is to accelerate the development of important traits that can positively impact the agricultural economy. However, due to the existence of complex molecular interactions, to gain complete understanding will warrant data analyses performed at different molecular and environmental levels for a given (plant) subject. For instance, to understand how rice genes involved in metabolism or signaling of growth regulators control the rice panicle architecture. While high-throughput technologies have played a key role in accelerating and generating the much-needed data, these can only partially capture the dynamics in genoype-phenotype relations. Consequently, our knowledge of the complex relationships between the different molecular actors responsible for the expression of the phenome in various plant systems remains fragmented. Hence, there is an urgent need to effectively integrate and assimilate complementary information to understand the biological system in its entirety.

We have developed AgroLD [1] (www.agrold.org), a knowledge graph system that exploits the Semantic Web technology and FAIR principles [2], to integrate information to integrate data about plant species of high interest for the plant science community e.g., rice, wheat, Arabidopsis and in this way facilitating the formulation of new scientific hypotheses. We present some integration results of the project, which currently focused on genomics, proteomics and phenomics. AgroLD is now an RDF knowledge base of 900M triples created by annotating and integrating more than 100 datasets coming from 15 data sources –such as Ensembl plants [3], Gramene.org [4] and TropGeneDB [5]– with 15 ontologies –such as the Gene Ontology [6] and Plant Ontology [7]. Our objective is to offer a domain specific knowledge platform to solve complex biological and agronomical questions related to the implication of genes in, for instances, plant disease resistance or high yield traits. We expect the resolution of these questions to facilitate the formulation of new scientific hypotheses to be validated with a knowledge-oriented approach.
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ANNEXA: Analysis of Nanopore transcriptomic data with Nextflow for Extended Annotation
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The development of long-read transcriptome sequencing (LR-RNAsseq) promises to facilitate the process of genome annotation. By providing reads spanning repeats and direct exon/exon connectivity, LR-RNAsseq represents an unfragmented vision of the transcriptome which thus allows the refinement of gene/transcript reconstruction and quantification. Yet, it requires the development of novel bioinformatic solutions specifically adapted to these novel technologies.

We first benchmarked four transcriptome reconstruction tools (Stringtie2, TALON, FLAIR and bambu) with respect to known reference annotation (Ensembl) and showed that bambu provided the best performance in terms of sensibility and specificity for building exon and spliced transcript models. Then, based on bambu, we developed ANNEXA, an all-in-one reproducible pipeline, written in the Nextflow workflow manager, which allows users to analyze LR-RNAsseq sequences from Oxford Nanopore Technologies (ONT), and to reconstruct and quantify known and novel genes and isoforms.

More specifically, ANNEXA works by using only three parameter files (a reference genome, a reference annotation and mapping files) and provides users with an extended annotation distinguishing between novel protein-coding (mRNA) versus long non-coding RNAs (lncRNA) genes. All known and novel gene/transcript models are further characterized through multiple features (length, number of spliced transcripts, normalized expression levels...) available as graphical outputs, including automatic clustering of samples if multiple conditions are provided (e.g. tumor/control).

To demonstrate the usability of the program in the context of comparative oncology studies, we sequenced 2 human and 7 dog cancer cell lines from mucosal melanomas and histiocytic sarcomas using ONT direct cDNA sequencing, representing ~60M nanopore reads (mean=6.5M reads/sample). We then applied ANNEXA on these two species-specific read sets and were able to reconstruct and quantify 1,842 and 8,262 new multi-exonic human and canine genes, respectively, all supported by at least 5 reads in both species. When including mono-exonic genes, most of new loci are classified as lncRNAs (59% and 70% in human and dog, respectively) which is expected given the higher number of lncRNAs with only one exon and their higher level of tissue/cell type-specificity compared to mRNAs.

Overall, our work presents a new bioinformatic pipeline to automatically reconstruct and characterize mRNAs and lncRNAs from ONT transcriptome data and is freely available at: https://github.com/mlorthiois/ANNEXA.
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Abstract

Secrets of evolution are contained in DNA sequences of all living creatures. Genetic drift is the main cause of biological diversity, of the multiplicity of biological functions and the divergence of species. For all these reasons, multiple studies aim to understand the influence of DNA components on the appearance of different traits. Since the turn of the millennium, and with the development of NGS technologies numerous genomes have been sequenced and assembled. An important conclusion is that all higher eukaryotic genomes are mostly composed of transposable elements (TE). Moreover, multiple studies on TE revealed their implication on different biologic process like phenotypic modification, gene regulation or even evolution. A better knowledge of TE families in mammalian genomes would therefore contribute to better understand the implication of TE on mammalian evolution.

Since LINE-1 (L1) is the most abundant repeat element present in all mammalian genomes, we decided to study its structure and evolution in several assembled genomes. To identify L1 families, we chose the TE de novo characterization approach since we don’t know the extent of the divergence between L1 elements in the different species. Many different detection programs exist but none can detect all the TEs. Therefore, in a pre-study, we used two well-known tools that both combine several and complementary programs dedicated to identify repeat sequences: REPET [1](using RECON [2], GROUPER [3] and PILER [4]) and RepeatModeler2 [5] (using RECON and RepeatScout [6]). The goal being here to determine which pipeline gives the best results in term of time, needs and TE identification. We analysed few mammalian genomes from different orders with both tools and the same computer settings. We compiled all TEs families obtained and classified them by class and subclass. Specially, we redefine consensus L1 sequence obtained in genomes for which no L1 sequences were available in public data bases. The newly define LINE-1 consensuses will be implemented in a L1 specific database, and in Public database. The propose of this pre-study is also to add this specific database to TE de novo pipeline to extend these analyzes to more species and ultimately to facilitate the automatic identification of L1 families in all the mammalian genomes available today.
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1. Objectives of the study

We are launching a pilot project at the JOBIM 2021 conference to investigate gender speaking differences in academia. This mixed-method study intends to answer the following question: how to create the conditions for gender-equal expression in scientific conferences? Not only does gender bias establish barriers to women’s academic achievement in externally constrained areas like the publication process [1,2,3], but it also shows significance in more subtle phenomena such as the number of questions asked in large scientific conferences [4,5]. Encouraged by the collective efforts made in the scientific community to mitigate the gender-gap in question-asking behaviour, we propose to move the discussion forward through this observation study during the JOBIM conference. In addition to surveys, semi-structured interviews will be conducted as complementary data collection methods. The research team consists of specialists in social/cultural anthropology, statistics and UX design. This observational and in-depth study will offer us insights on how to create a more inclusive scientific environment for all and to nurture a scientific community that would not overlook any worthy contributions.

2. Methodology and project implementation

This original study will be at the interface between social science and quantitative science. Data collection through surveys will be performed during the registration process and after the conference. During the conference, a participatory and observational study will be conducted under detailed guidelines. The post-survey questions will cover basic demographic information and focus on question-asking behaviours during the JOBIM conference. Finally, we will invite a number of conference attendees for an in-depth interview. All data will be analyzed in a scientific manner with adoption of qualitative research approaches. As an end result, a scientific paper will be produced to present the research findings of this study. In addition, guidelines for future conferences will be provided and shared in the form of a report. This poster session is an opportunity for JOBIM participants to ask questions about the project and discuss its methodology.
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The FAANG (Functional Annotation of Animal Genomes) international consortium aims to produce high-quality functional annotation of the genomes of domesticated animals [1]. Members of the community can submit their epigenomics, transcriptomics or genomics data to the FAANG Data Portal (https://data.faang.org) coordinated by a Data Coordination Centre at the EMBL-EBI [2]. FAANG data conforms to principles of findability, accessibility, interoperability and reusability (FAIR). The FAANG Data Portal allows users to find, select and download datasets relevant to their research using extensive sample and experimental metadata standards.

VizFaDa aims to produce interactive data visualization through web applications intended to be integrated to the FAANG Data Portal. In order to generate those visualizations, the raw data from the portal has to be processed. During this step, quality control reports are created, providing valuable and previously unavailable insight into the quality of the data. VizFaDa focuses on RNA-seq, ChIP-seq and DNA methylation data.

Interactive clustered correlation heatmap are generated, allowing the user to compare experiments from a certain assay type within a species. Experiments with similar results are clustered together. The user can use FAANG metadata to annotate the heatmap or to filter experiments from the database for a more focused visualization. Stacked epigenetic profiles are created from gene expression and epigenetic data obtained either from the same sample or from two comparable samples, notably at transcription start sites. This allow the investigation of relationship between epigenetic marks and transcription levels.

In future versions, additional functions will be added. Users will be able to upload their own processed data and use clustered heatmaps to find experiments with similar results. Data submitted to the portal will be automatically processed and added to VizFaDa, ensuring the long-term relevance and accuracy of the project.
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Context In phylogeny, many evolutionary models have been proposed to describe sequences evolution. The most accurate phylogeny inference methods use probabilistic models to estimate the equilibrium frequencies of the residues (nucleotides or amino-acids), the substitution rates of these residues, the variability of the substitution rates and the proportion of invariable sites. The selection of the model that best fits data is an important step in phylogenetic analysis. Thus, several model selection methods have been developed. Among these methods, those based on the information theory criteria (AIC [1]; AICc [2]; BIC [3]; and DT method [4]) are widely used. Some of them perform better depending on data characteristics.

Approach This study aims to analyse the performances of these model selection methods. To do so, we first study the validity conditions of each method by varying the ratio number of sites/number of taxa (which we call \( v \)) and the relative evolution rate between taxa. Then we compare the quality of each method by studying the method error rates and under which condition a method performs better than the others. This study comprises three steps and is implemented in Snakemake [5].

Implementation The first step is to simulate data sets derived from 36 real trees selected on Orthomam [6] and corresponding to 3 ranges of relative evolution rate ([0;1], [1;2] and [2;5]) and 4 taxa numbers (50, 70, 90, 110). We use 16 evolutionary models (HKY85, GTR, LG, WAG with the combinations of +I, +Γ, +I+Γ) and 6 \( v \) ratios (1, 10, 25, 50, 75, 100) in order to generate 34 560 alignments: 17 280 DNA alignments and 17 280 protein alignments. We use INDELible [7] to simulate the data.

The second step is to run the four selection model methods. We use JModeltest2 [8] and ProtTest3 [9] to estimate each alignment likelihood which is used to compute the information theory criteria values.

The third step is divided into two stages: 1) the analysis of the validity conditions for each method, 2) the comparative analysis of method results.
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Deep learning algorithms have recently attracted a lot of attention in genomics and transcriptomics since they promise to extract biological knowledge from large dataset generated by high throughput sequencing technologies in a data-driven manner. For instance, it has been shown that deep learning strategies can outperform traditional machine learning approaches for complex tasks such as gene expression predictions [1]. As part of the team’s work in comparative oncology between human and dog, we used and adapted the deep learning tool Basenji [2] based on a Convolutional Neural Network (CNN), developed for human dataset, to build a gene expression prediction model dedicated to the dog species. However, it is not clear whether neural network used to train models in one species can be easily generalized to other species or whether species-specific neural networks, specifically tuned with hyperparameters (HP) optimization would provide better predictive power [3]. The ultimate goal of this strategy is to propose the most powerful model to predict the impact of non-coding genome variations on gene expression and thus, prioritize regulatory variants associated to diseases and phenotypical traits in the dog species [2, 4].

For this purpose, we collected 134 canine expression data with 125 canine CAGE (Cap Analysis of Gene Expression) data as part of a partnership with the Dog Genome Annotation Project (DoGA) consortium [5], that represent 49 canine tissues and 9 public CAGE from the FANTOM consortium [6] corresponding to primary cell types. We were thus able to train a deep learning model to predict dog gene expression from DNA sequence based on the available Basenji architecture developed for human composed of 10 convolutional layers. Then, we evaluated its performance by calculating Pearson correlation coefficients between predicted gene expression and those measured experimentally in a test set of DNA sequences for each CAGE dataset. The median of those coefficients was 0.54, which is substantially lower than the median of coefficients from the human gene expression prediction model of Basenji (0.69) [2].

In order to better model canine expression data, we defined a 2-step approach to build a new deep CNN by including additional layers to the convolution and the dilated convolution steps and by HPs optimization. First, our results showed that deeper networks led to improve predictions of gene expressions (median r=0.54 and 0.60 for 10 and 19 layers, respectively). To optimize HP for the 19 layers network, it is necessary to establish an efficient strategy to avoid the grid search algorithm, aiming to test all combinations of potential HP. For instance, grid search techniques for testing only 6 values of 10 HP imply to train and assess up to 10^6 models. Hence, we are currently conducting a Bayesian optimization as implemented in the Skopt package Python library [3, 7]. It consists in finding the optimum set of HP, based on the generation of several models that at each stage seek the best HP from the previous stages.

Overall, our work highlights the development of deep learning frameworks based on high-throughput transcriptomic data for modeling species-specific gene expression levels.
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Checkpoints ensure the integrity of DNA during the cell cycle, which is a succession of molecular and cellular events leading to the division of a mother cell into two genetically identical daughter cells. The DNA is first duplicated (S-phase), then equally distributed between the opposing poles of the cell, which finally divides into two independent daughter cells (M-phase). Two additional phases depict the process of cell preparation before S and M phases: respectively the G1 and G2 phases. Many modeling studies investigating checkpoints are based on ODE systems while the checkpoint concept itself is fundamentally discrete, described as follows: a checkpoint prevents any event that initiates a phase from taking place before the end of all the events of the previous phase. So far to our knowledge, very few qualitative models have yet attempted to formally define this discrete concept, as the notion of discrete cell cycle phase is still fuzzy, from a formal point of view.

Therefore, we propose a qualitative modeling study of cell cycle regulation dedicated to the logical specification of the G1, S, G2 and M phases, and the G1/S, S/G2, G2/M and mitosis exit checkpoints. This study has been made possible by using two types of formal methods: the “genetically modified” Hoare logic \[1\] and the model-checking for CTL \[2\]. The TotemBioNet tool efficiently combines these two methods to exhaustively identify the parameterizations (which govern the dynamics of the regulatory graph) compatible with all formalized biological knowledge \[3\].

Starting from a qualitative model of cell cycle progression regulation (Behaegel et al. \[4\]), the cell cycle was defined by a Hoare triple of the form \{precondition\} path \{postcondition\}, where the precondition is a single initial state, the path is a sequence of discrete events, and the postcondition is the single final state. The path was then divided into four canonical phases in order to identify non-permutable key events, which will constitute the main rule of the generic predicate \texttt{checkpoint(phase}_i,\texttt{phase}_{i+1})\]. Since the order of events within a phase is not necessarily known, the predicate (implemented in Prolog) includes rules which call TotemBioNet to extract all the orders of events of a phase compatible with all other static and dynamic biological knowledge of the system.

The results highlight that three “strong definitions” of checkpoint are validated, but no parameterization satisfies the mitosis exit checkpoint, that requires a less restrictive definition. Indeed the single event that can initiate G1 is permutable with the 3 events that can end the M phase. However, no abstract knowledge in our models is challenged since the first event of G1-phase (activation of \texttt{CycE/Cdk2}) has also been experimentally observed in M-phase \[5\]. This new highlighted knowledge has proved that our generic definition of the mitosis exit checkpoint is not biologically consistent, hence has been specifically revised. Finally, the generic nature of the checkpoint predicate opens a perspective to study any cyclic phenomenon genetically regulated by checkpoints.
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Evolutionary history of SARS-CoV-2 interactome in bats and primates identifies key virus-host interfaces and conflicts
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The current COVID-19 pandemic is caused by a novel coronavirus strain, SARS-CoV-2. It originated from the cross-species transmission of a coronavirus from the bat reservoir, directly or through an intermediate host to humans. This catastrophic spillover underlines the necessity to better understand how viruses and hosts have shaped one another over evolutionary time.

Pathogenic viruses put a selective pressure on the host-viral interacting proteins. Identifying which host genes bear signatures of such evolutionary conflict (e.g. positive selection) can lead to the identification of the proteins that have been the most relevant in the response to a virus family. Here, we have used this evolutionary framework to decipher which interactions between the SARS-CoV-2-like viruses and our cells have been important in vivo. In addition, identifying traces of positive selection in different hosts phylogenetic lineages also sheds lights on ancient epidemics and how virus-host determinants may be species specific. This may help to understand differences in susceptibility and pathogenicity to SARS-CoV-like viruses between hosts.

To achieve this, we characterized the evolutionary history of the SARS-CoV-2 interactome identified in in vitro studies: 332 host proteins identified by mass-spectrometry by Gordon and collaborators [1], as well as two essential SARS-CoV-2 entry factors, the angiotensin converting enzyme 2 (ACE2) and the transmembrane serine protease 2 (TMPRSS2) genes. We characterized their evolution in primates (tracing the human history) and in bats (the natural viral reservoir). To do so, we used DGNN [2], a novel computational pipeline to Detect Genetic INNovations in protein-coding genes, which embeds gold-standard methods to perform phylogenetic and positive selection analyses in a high-throughput manner.

We found 88 and 38 proteins of the SARS-CoV-2 interactome under strong positive selection in primates and bats, respectively, with enrichment in cell cycle control, centrosome behavior, and DNA replication biological pathways. The ACE2 receptor, as well as seventeen other proteins, showed signatures of adaptation in both bats and primates, which (i) may be indicative of ancient epidemics by pathogenic SARS-like coronaviruses, and (ii) may define a core SARS-CoV interactome in primates and bats. Furthermore, we found other proteins with evidence of past adaptive events only in bats, or primates, highlighting species-specific adaptation. Lastly, positive selection signatures at specific sites in a handful of key genes identify putative molecular interfaces important in SARS-CoV replication and pathogenesis. Overall, these results highlight how the analysis of the “evolutionarily-relevant” interactome might point to primary drug targets.
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1 Introduction

Polyploidy is a driver of genetic innovation in eukaryotic organisms, especially in plants \cite{1}. A high-quality genome sequence was obtained recently for domesticated apple \textit{(Malus × domestica Borkh)} \cite{2}. This genome sequence confirmed a Whole Genome Duplication (WGD) event that occured 50 million years ago \cite{3}. This WGD allows the study of ohnologous gene and makes the apple tree a model of choice to study gene evolution after a recent WGD.

Analysis of duplicated chromosome fragments allows the identification of syntenic blocks in which genes are homologous to each other and arranged in a conserved order. In apple, a Quantitative Trait Loci (QTL) imbalance has been identified. Indeed, for 7 chromosome pairs among the 14 main pairs of ohnologous chromosomes we find significantly more QTL on one chromosome compared to its homologous.

To understand this imbalance, we studied the rate of gene sequence evolution between syntenic blocks. We then investigated whether ohnologous transcript expression differences could cause the observed imbalance.

2 Method

A turnkey snakemake pipeline was written to compute Ka/Ks between triplets composed by Malus orthologous of each pair and a common reference \textit{(Prunus persica)} as it was the closest related species without a WGD. Construction of triplets was made via a bi-directionnal best BLAST hit with a pair of ohnologous genes in apple and one gene in peach genome. To begin, by inputing homologous genes, a multiple alignment of the protein sequences is performed using MUSCLE. This proteic aligement is converted into a nucleic alignment using PAL2NAL. Finally, Ka/Ks rates are calculated using YN00 method from PAML. A paired t-test was set for a significant difference in Ka/Ks rate among triplets.

To investigate a potential transcription imbalance a mapping pipeline is used on all publicly available RNA-Seq runs that meet our quality criteria. Pseudo mapping are computed with Salmon and differential analysis with DESEQ2. Rather than testing two conditions against each other we have tested differential expression between pairs of ohnologous genes for each experimental condition.

3 Results

Ka/Ks pipeline was used on the apple gene sequences in order to determine whether the observed QTL imbalance could be explained by a different evolution rate of gene sequences. We conclude that the QTL imbalance cannot be explained by a sequence divergence between ohnologous genes.

We gathered 589 high quality RNA-seq runs derived from 122 experiences. We tested transcriptional imbalance by testing if more than 50\% of genes were significantly over-expressed in one chromosome pair. We show that several chromosome pairs including 1-7, 8-15, 4-12 6-14 and 2-15 are transcriptionally unbalanced, which is mostly consistent with the observed QTL imbalance. In addition, we identified 814 genes which expression is systematically higher in one of the two orthologues. In the future we plan to compare the evolution of transposable elements content located within syntenic blocks for which both QTL and transcriptional imbalance was identified.
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Major Depressive Disorder (MDD) is a common and severe psychiatric disease that can be devastating, resulting in a higher risk of suicide and shorter life expectancy [1]. MDD is the most prevailing psychiatric syndrome in the general population, reaching a 12-month prevalence of 10.4% and a lifetime prevalence of up to 20.6% [2].

Despite the growing appeal of research towards molecular psychiatry, the etiology of MDD remains unclear with no identified blood biomarkers, mainly due to the complexity and heterogeneity of the disease and environmental interactions that play a significant role in triggering the symptoms.

Here, we took advantage of a new mRNA and miRNA genome-wide dataset, generated using RNAseq and miRNAseq, and peripheral blood samples from a cohort of N=80 MDD patients and N=89 healthy controls.

First, at the gene level, we characterized differentially expressed mRNAs between MDD and healthy control subjects, and obtained results significantly overlapped with a recently published meta-analysis [4]. Second, at the systems level, we performed a network analysis using the consensus Weighted Gene Correlation Network Analysis (WGCNA) method, in order to identify gene modules containing highly correlated and co-expressed genes. Functional annotations of differentially expressed gene and MDD-associated modules revealed enrichment for immune response processes, consistent with previous studies. Finally, we started implementing a MultiOmic integration approach, Similarity Network Fusion (SNF), [3] that combines mRNA and miRNA data in a non-linear fashion. This approach should allow for the identification of molecularly defined sub-groups of patients, potentially leading, in the long-term, to a more comprehensive understanding of pathophysiological pathways, a better patient stratification, and a more accurate prognosis of the illness.
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Abstract

Structural variants (SVs) are genomic segments of more than 50 bp that have been rearranged in the genome. The advent of third generation sequencing technologies has increased and enhanced their study, and a great number of SVs has already been discovered in the human genome. Complementary to their discovery, the genotyping of known SVs in newly sequenced individuals is of particular interest for several applications such as trait association and clinical diagnosis. Most of the SV genotypers currently available are designed for second generation sequencing data, although third generation sequencing data is more suited to study SVs due to their large range of sizes (up to few mega bases). As such, our team previously released SVJedi, the first SV genotyper dedicated to long read data[1].

The method is based on linear representations of the allelic sequences of each SV and each SV is represented and genotyped independently of the other ones. While this is very efficient for distant SVs, the method fails to genotype some closely located or overlapping SVs due to redundancy in representative allelic sequences.

To overcome this limitation, we present a novel approach, SVJedi-graph, which uses sequence graphs instead of linear sequences to represent the SVs. The use of sequence graphs to represent SVs for genotyping is fairly recent [2,3,4] and only designed for short-reads as for now. Here, we chose to represent only the SV sequences and that of the SV flanking regions in our graph, in order to reduce the long-read mapping time. This results in a variation graph composed of multiple connected components, each representing the possible alleles for a region of one, or several SVs in case of close SVs (less than 10 kb apart). In SVJedi-graph, the variation graph is built using VG toolkit[5] after a pre-processing step performed on the data. The long reads are then mapped on the graph using GraphAligner[6], and the mapping results are filtered to keep only the informative alignments. Finally, the genotype for each SV of the dataset is predicted using the estimation method implemented in SVJedi[1].

Tests on simulated long-reads on the human chromosome 1, with 1,000 deletions from the dbVar database, show a similar precision compared to SVJedi (98.1 %, against 97.8 %). Importantly, when additional deletions are added progressively closer to the original 1,000 in the dataset, SVJedi-graph maintains a 100 % genotyping rate with a high precision, when SVJedi is not able to assign a genotype to 21 % of the deletions when they are too close to each other (0-50 bp apart). SVJedi-graph also supports other SV types such as insertions and inversions, for which similar performances were obtained. We are planning to apply SVJedi-graph and to compare it to other approaches on real human re-sequencing data from the Genome In a Bottle consortium.
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De novo gene emergence, i.e. gene birth from previously non-coding regions, has been evidenced as an universal evolutionary process contributing to the adaptation of organisms, even viruses [1–8]. The structural properties of the corresponding proteins remain largely unexplored. Current debates concern the relationship between gene novelty and protein disorder [3–6]. De novo emergence of membrane proteins biased by nucleotide sequence composition was also discussed [5]. We wanted to give new insights by analyzing the structural signatures of a set of de novo proteins previously validated in the literature. We used an in-house approach allowing us to characterize, from the only information of protein sequences, their structural diversity from disorder to order in soluble and membrane environments.

We built a sequence dataset of reliable de novo proteins from different taxa (Viruses [2], Yeast [8] and Oryza [7]), as well as 4 reference non-redundant sequence datasets of: (i) soluble domains (from SCOPe [9] a, b, c, d classes), (ii) membrane domains (from SCOPe f class), (iii) disordered regions (from DisProt [10]) and (iv) a large dataset of non-categorized full-length proteins (UniProt [11]). We first delineated in these sequences the foldable segments based on the hydrophobic cluster density (correlated to the content in regular secondary structures) using the SEG-HCA tool [12]. Then, we refined this initial order segmentation using a sliding window estimating the content in strong hydrophobic amino acids, as well as hydrophobic cluster properties. This allowed us to distinguish soluble and membrane domains, as well as more disordered regions, within the foldable segments. Comparing the features of the de novo vs. reference datasets allows us to evaluate not only if de novo proteins are enriched in order or disorder, but also if they harbor taxonomic-specific or sequence-specific features which may rely on original structures.

The classification scheme of de novo proteins proposed by this work will open novel perspectives for high-throughput scanning of whole (meta)genomes, in order to explore molecular innovations without having to rely solely on homology searches in databases of known proteins.
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Summary

Osteosarcoma is the most frequent bone cancer in the adolescent and young adult population. [1] The relapse is the principal cause of mortality. Patient-derived xenograft (PDX) models are used to test treatments on this disease. The purpose of this study is to characterize molecularly the PDX models using a multiOmic approach. We investigate if the genomic and transcriptomic profiles are conserved from relapse to xenograft to identify PDX with promising characteristics as preclinical model.

In this study, we profiled tumors from 8 different patients sampled at diagnosis, relapse and in PDX models (orthotopic xenograft and subcutaneous xenograft). For each sample, Whole Exome Sequencing (WES) and RNA-seq have been produced, which results in 32 samples.

We analyzed the Somatic mutations, Copy number variations, Fusions and Expression profiles to dress the multiOmics landscape of every sample. Likewise, we estimated molecular similarities and discrepancies through time for each patient but also between all samples.

PDX samples are composed of a mixture of cells from two species and are usually produced in immune-depressed mice. Two features which introduce strong bias in comparison analysis with patient tumors. To minimize those bias, we developed a strategy based on Xenome [2] to identify the host or graft origin of the reads in RNA and WES data. For the RNA-seq, we, then, characterize in an unsupervised manner the genes not expressed in the mice due to immunodepression. Finally, we evaluated the genetic and transcriptomic proximity between the PDX and the human samples using unsupervised classification algorithms.

For the RNA-seq, the output of this method shows that the PDX samples are clusterizing with the corresponding relapse sample. However, the diagnostics samples are, in most cases, not clusterizing with the relapse and PDX samples, which suggest to the high difference between diagnosis and relapse Osteosarcomas.

For the WES, the similarity of genomic alteration is confirmed by the study. Due to the conservation of driver mutations the diagnostic samples are here clusterizing with the relapse and PDX samples. However, we observe a large amount of CNV and somatic mutations appearing in the relapse, which are conserved in the PDX models, supporting the clonal evolution model recently proposed by several group. [3]

In conclusion, most of the PDX models conserve the alterations driving the osteosarcoma and the expression profiles are similar when we remove the genes implied in the immunity. Which means that the PDX models have a high similarity with the human tumor and might be good preclinical model to test treatment response.
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Overview

Profiles of Percent Identical Positions (PIP) are widely used by virologists to analyse sequence similarities along viral genomes and detect recombinant regions. Noticeably, PIP profiles have been widely used in recent studies focusing on the SARS-CoV-2 origin [1,2]. However, existing tools propose restrictions for their installation (the most popular are Windows-specific) and user-friendliness. We will present PIPprofileR, a new web tool that provides a user-friendly and interactive interface to easily generate profiles of Percent Identical Positions (PIP) from a multi-sequence fasta file containing either nucleic or peptidic sequences. The results can be enriched with an annotation file to facilitate the exploration of regions of interest (i.e. annotated genes) and enhance the interpretation of the profiles.

Methods

PIPprofileR is built upon open-source technologies, written in R using the Shiny framework, and available on the collaborative development platform GitHub (https://github.com/IFB-ElixirFr/PIPprofileR/). It is developed in the open and licensed under the BSD 3-clause license. To ease the development and the deployment of the PIPprofileR, Docker is used to bundle the application as well as its dependencies. PIPprofileR is also available as an R package allowing the use of Shiny Proxy for deployment on a server.

In the demo

We will illustrate the use of PIPprofileR by showing how it can be used to compare several genomic and peptidic sequences of different coronaviruses with SARS-CoV-2 (considered here as the reference genome), to assess the degree of closeness in the different regions, and to identify abrupt changes in similarity likely to reflect recombinations between coronaviruses.
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1 Introduction

Immune checkpoint inhibitors (ICI) such as anti-PD-1 act on T cells to restore their ability to kill cancer cells. Cutaneous melanoma is a bad-prognosis skin cancer that can be treated by ICI. Despite major advances in the field of immunotherapy, melanoma kills more than half of all patients within 5 years of treatment induction due to primary or acquired resistance. Over the last 10 years, our team has identified a mechanism of resistance to immunotherapy that depends on the production of TNF, a major inflammatory cytokine that acts as a brake on the immune response against tumors [1][2].

2 materials and method/Results

In order to identify the impact TNF has on resistance to anti-PD-1 therapy, RNA-seq experiments were performed on mouse melanoma tumors. Tumors were collected 10 days post B16K1 melanoma cell injection in wild-type or TNF KO mice, injected with vehicle or anti-PD-1 at day 7. Using current methods such as immune cell deconvolution from this bulk data [3], as well as the study of the transcription factor activities modelled from RNAseq data [4], we were able to characterize the 4 groups. First, we determined that the absence of TNF could lead to a potentiation of the immune response, as illustrated by the activation of pathways such as ”positive regulation of immune system process”. Second, we were also able to confirm this potentiation with the anti-PD-1 treatment compared to the wild type, suggesting a potential synergy between inactivation of TNF and anti-PD-1. Finally, analysis of the transcription factors revealed higher activities of the trio STAT1, STAT2 and IRF9 in TNF KO groups compared to wild type groups. These factors are components of the ISGF3 complex (interferon-stimulated genes), which plays an essential role in various immune responses, including the activation of immune cells, immune cell propagation, and inflammatory cytokine production.

3 Conclusion

In conclusion, these preliminary results provide interesting leads for the study of biological samples from patients enrolled in clinical trials launched recently in our team, notably producing single cell transcriptomics data in patients treated with anti-PD-1 and anti-CTLA-4 in combination or not with TNF blockers with known response.
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When we model a complex biological system, we often try to understand the causality chains that explain the different behaviours observed. Qualitative models based on discrete mathematics tend to be powerful to give this type of answer: A reason why the extended R. Thomas formalism completed by formal methods, has become a classic for regulatory networks\textsuperscript{1,2}.

However, observed behaviours often depend on environmental conditions (like nutrient availability in cell culture experimentation). Therefore, the construction of a right modelisation depends on our ability to take into account all this environmental information in a single modelling framework.

Moreover, even in a given modelisation framework, several modelling choices are possible. This is due to different instantiations of dynamical parameters piloting the behaviour of the model, that can lead to traces consistent with all observations. If the modeller chooses a particular setting, when new biological information is known about the system, the parameter identification step must be restarted from the beginning. The systematic approach would then consist in characterizing, at each step, all of the parameter settings consistent with current knowledge: when a new observation becomes available, the modeller just refines the previous set of consistent parameter settings by selecting only those that are also consistent with this new information.

The use of artefacts enables the simulations of successive environmental situations in a unique global network with the R. Thomas modelling framework. However, we recommend another option based on a “divide and conquer” approach: the green extension of R. Thomas’ framework with the notion of environments. This approach has several steps. First, a specific (and thus smaller) regulatory network is built for each environment. Then, for each regulatory network, a consistent set of parameter settings compatible with the associated biological properties is searched. Finally, all consistent sets are intersected to obtained the settings which satisfy the properties for all environments\textsuperscript{3}.

This poster will show you that the addition of a new environmental context (calcium addition) in a running example of the \textit{Pseudomonas aeruginosas} virulence regulation model. Pseudomonas is an opportunistic bacteria which can cause serious infections in the lung of cystic fibrosis patients with the production of thick mucus\textsuperscript{4}.
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The impact of breast feeding on child health and development is clearly established in the literature \cite{1}. However, the knowledge of all of its constituents and their post-partum evolution remains poorly understood. During the last decade, the number of molecules detected in human tissues and fluids is ever growing, thanks to constant instrumental developments such as those related to mass spectrometry. To give new insights about human EBM composition, we aim at combining the data obtained from four different types of molecular families assayed in EBM and analyzed through suitable multi-omics statistical tools.

Milk samples (n=257) were collected from days 2 to 6 within the EDEN mother-child cohort \cite{2,3}. Untargeted analyses of Human Milk Oligosaccharides (HMOs), lipids and metabolites were performed using liquid chromatography coupled to high-resolution mass spectrometry, while targeted analysis of a large panel of cytokines, growth factors and antibodies was achieved thanks to multiplexed ELISA assays. A reusable workflow based on multi-omic R packages is proposed in order to detect groups of correlated features that are related to a day by day temporal evolution. In the data pre-processing steps, a strong effect of the collection place has been handled and corrected. Single-omic data analysis was first performed to assess the evolution of each type of molecules family independently (univariate hypothesis testing, PLS-DA modeling). We then used multi-block approaches including dimension reduction methods (multi-block PLS-DA) and clustering (Weighted Graph Correlation Network Analysis) to highlight potential associations between blocks of variables.

We evidenced that HMOs, lipids and metabolites have stronger temporal variations than cytokines. Especially, a large number of HMOs and lipid concentrations (around 50\%) increase over time. Interestingly, multi-block methods infer associations between families of molecules, notably between cytokines and specific metabolites.

This study expands our knowledge about EBM composition. Combination of various omics approaches provides an unprecedented wide view of the biochemical composition of BM and new associations have been assessed, especially for metabolites. The further association of global milk composition with mother exposure or with infant health outcomes could lead to establishing relevant biomarkers.
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\section*{1 Abstract}

Transposable Elements (TEs) are parasitic elements that are able to multiply within their host genome. Despite the fact that they are mostly deleterious, TEs and their underlying variations are drivers of adaptation \cite{1}. Studying their dynamics can help to better understand their impacts on population dynamics and emergence of resistances \cite{2}. The main objective of our study is to analyse data obtained from experimental evolution on \textit{Drosophila melanogaster} to prospect the correlation between the dynamics of insertion and deletion of TEs and stress. Here we use a thermic shift of 5\textdegree C that inhibits the PiWI system, a system that block TE transposition \cite{3}. Due to their repetitive nature, the use of the third generation sequencing technologies that allow to generate long-reads, is more appropriate than short-reads (Next-generation sequencing). To carry out an exhaustive inventory of insertions and deletions of TEs over 100 generations, bulks of 100 \textit{Drosophila melanogaster} were pooled and sequenced. We sequenced with long-reads four different generations with the Oxford Nanopore technology (G30, G60, G80, G100). The pooled data were analysed with TrEMOLO, a bioinformatic tool that detects the presence and the absence of TEs with long-reads \cite{4} (cf. TrEMOLO poster \#182). TrEMOLODyn is an add-on based on TrEMOLO output to deal with our problematic, the monitoring of TEs over the generations. The TrEMOLODyn is a Snakemake pipeline, a suite of Python scripts (available on \url{https://github.com/MaVaroqui/TrEMOLODyn}). This tool allows to report the transposition, insertion and the deletion rate in fine scale.

Over generations, as expected some known TE families show the strongest TE activity (\textit{i.e.} ZAM and Gtwin). We confirm new TE insertions by detecting target site duplication that are hallmarks of new transposition events. Based on the RNA-seq analysis, we were able to show the impact of ZAM insertions on some gene expression. Preliminary results also highlight a slight decrease of the transposition rate after 80 generations suggesting the existence of another defense mechanism on top of the PiWI system that takes over.

With the emergence of new sequencing technologies, the tools that analyse their data and the interest on TEs, we can expect that a tool like TrEMOLODyn should be very helpful to the community.
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Malaria affects more than 228 millions of people around the world per year. In Africa, *Anopheles gambiae sensu stricto* is the flagship species of the *Anopheles gambiae* species complex, which includes the principal vector species of the *Plasmodium sp.* parasite, responsible for the disease. Understanding how genetic variation is shaped by environmental changes will allow improving our knowledge about how *An. gambiae* populations are spatially structured, how they have evolved, and the genetic processes involved in their dramatic adaptive abilities to local environmental variation. Taking advantage of the sequencing data from the MalariaGEN’s Ag1000G consortium project, we aim to study population genetic variations that may be linked with local adaptations to environmental variation and stress (e.g. insecticides, pesticides, other environmental stress...). Previous studies focused mainly on single nucleotide polymorphisms (SNPs), however they represent only one type of genetic variation. Here, we focus on transposable elements (TEs, around 20% of the genome *An. gambiae* species complex: [1]), since they are source of genetic novelty and diversity [2]. To study the association between TE variations, population dynamics and local adaptations, we analyze new TE insertions, the more active ones, in *An. gambiae* mosquitoes in Cameroon populations. More than 300 mosquitoes were sampled in three different ecological conditions (forest, savanna and transition zone) and sequenced using Illumina (100bp paired-end reads). However, due the repetitive nature of TEs, computational tools implemented to detect new TE insertions with short-read data fail to limit the false-positive rate [3]. One solution to overcome this issue is to combine the calls from tools based on different approaches. After the selection of three computational tools dedicated for the detection of new TEs insertions with high accurate and complementary results: TEFlOn [4], PoPoolationTE2 [5] and Jitterbug [6], we implement a Snakemake Python pipeline to automatically combine the results from several computational tools by sample, and then for all the samples. The aim of the pipeline is to characterize accurately the shared and not shared TE insertions between our three natural populations. The results will be then validated by comparing the TE calls against the dispensable variations obtained using a pangenomic approach and previous studies. Thus, we hope to provide a catalog of the more active TE insertions associated with the environmental cline.
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Computational prediction of a 3D structure of a molecular complex, also known as docking, is essential in modern biological research. It can complement MD, provide working directions to experimentalists, etc. We are invested in fragment-based docking, specifically for the single-stranded RNA-protein complexes. Why ssRNA specifically? Generally speaking, molecular flexibility is a scourge of docking: it increases its complexity and decreases results’ reliability. High flexibility leads to a near-infinite number of docking models, the processing of which is too expensive computationally. Hence, highly flexible ssRNA is a challenging target to work on.

A fragment-based docking approach was developed to tackle this high flexibility issue [1]. Its core idea is to split the ligand into overlapping fragments, and dock them onto the rigid receptor separately, assembling the fragments back into the whole ligand afterwards. For the full procedure to succeed, each fragment must return at least one correct pose (so-called near-native): this is the sampling problem. The poses are obtained by minimisation using a differentiable energy function. Then, before assembling, docked fragments must be filtered, keeping a high percentage of near-natives. Otherwise, the assembly task once again becomes too expensive computationally: this is the scoring problem. The filtration is done using a scoring function. We are working with the ATTRACT docking engine, where the same function is used both for sampling and scoring. It has the shape of a Lennard-Jones potential, and 2 parameters per atom type pair (1054 in total). The current parameters were obtained in 2010 by extraction of the statistical potentials from RNA-protein crystal structures and were optimized by a random Monte Carlo-like strategy [2].

These parameters were not initially tailored to ssRNA and their performance is not flawless. Our goal is to optimize docking parameters, improving both sampling and scoring performance. To achieve it, we created an up-to-date dataset of ssRNA-protein complexes and set up a novel histogram-based approach. For each pair of interacting atom types, we (a) convert the current energy function into a log-odds histogram of the expected occurrences of atom-atom distances (discretized into bins) in native/non-native poses, using the Boltzmann equation; (b) obtain the corresponding histogram on a benchmark-wide docking test, which corresponds to the residual error of the energy function; (c) sum the predicted and real histograms; (d) analytically fit the energy parameters to the resulting histogram. Repeat until convergence - until the residual histogram is flat.

Our newly created dataset of ssRNA-protein complexes is expected to be sufficient for optimization. The proposed approach for the ssRNA-protein fragment-based docking parameter optimization is expected to be more robust in terms of the fitness of the initial parameters compared to the previous approach. It has potential to benefit both the sampling and the scoring problems.
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Assessment of the dynamics of SARS-CoV-2 infection in human populations is limited to epidemiological data collected in an emergency setting that imperfectly reflects the actual dynamics of the COVID-19 disease and the viral strain diversity. SARS-CoV-2 is released in human feces and then discharged into sewage water or even in the environment in areas under poor sanitary conditions. Thus, wastewater-based epidemiology (WBE) is a valuable population-level approach to monitoring the viral variants’ emerging and turnovers. Yet, the major efforts (epidemiology, genomics, bioinformatics. etc.) are oriented towards clinical data and approaches for environmental data are still lacking. Here, we present deCIPHER, a pipeline for amplicon-based Oxford Nanopore Technology (ONT) sequencing to analyze and assess SARS-CoV-2 genetic diversity in wastewater. The pipeline integrates 11 bioinformatics tools, including Seqkit, ARTIC bioinformatics tool, MultiQC, Minimap2, Medaka, Nanopolish, Pangolin (with the model database pangoLEARN), Deeptools (PlotCoverage, BamCoverage), MAFFT, RaxML and snpEff. deCIPHER is a standalone pipeline compatible with Ubuntu distributions, implemented in Python, including an easy-to-use configuration file. With a single command line and the raw sequencing data as input, the user can preprocess the data, obtain the statistics on sequencing quality, depth and coverage. Then, reconstruct the consensus genome sequences, identify the variants and their potential associated effects for each viral isolate, and, finally, perform the multi-sequence alignments and phylogenetic analyses. deCIPHER was used to analyze wastewater data sampled in more than ten localities in French Guiana from October 2020 to May 2021 and generated by adapting the ARTIC amplicon method and the ONT sequencing. Clinical data obtained by the same approaches were also used for the comparative analysis. Preliminary results showed considerably high variant turnovers over time and space. Among them, in the 2020 fall, the B.1.219 lineage from Suriname was the major lineage in wastewater and clinical samples. Later in winter and early spring 2021, the Guyanese lineage B1.160.25 became the dominant variant in most localities associated with a Brazilian variant P2. deCIPHER is intended to provide an additional tool for the WBE approaches to monitor at a large scale the diversity dynamics of the SARS-CoV2. It should be thus considered as a powerful tool for large disease surveillance of a multitude of water-linked emerging pathogens.
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Improving genome annotations with RNA-seq data: the TAGADA pipeline to combine transcript reconstruction and expression assessment
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In large scale genome annotation projects, multiple RNA-seq datasets are typically generated and/or analyzed to characterize the transcriptome of various tissues or cell types. While many RNA-seq pipelines are currently available to build de novo gene models or quantify gene expression levels using a provided gene annotation, few allow both transcript reconstruction and expression assessment from RNA-seq data in a reproducible way. To fill in this gap in the context of the EU H2020 GENE-SwitCh project, we have developed the TAGADA RNA-seq pipeline, for Transcripts And Genes Assembly, Deconvolution and Analysis.

TAGADA combines several reference RNA-seq bioinformatics tools into a containerized pipeline. It maps reads with STAR, reconstructs and quantifies genes and transcripts with StringTie and detects and characterizes long non-coding RNAs (lncRNAs) with FEELnc.

TAGADA uses the Nextflow framework in line with the nf-core specifications. It provides a containerized environment that makes it compatible with a variety of high-performance computing platforms and workload orchestrators. It is designed to be easy to use and flexible. As such it requires a minimal set of inputs: a set of RNA-seq read files, a reference genome and its gene annotation. Optionally, a simple tabulated metadata file can also be provided to describe the experimental design and seamlessly merge samples according to specified factors.

The pipeline automatically generates a large variety of quality controls in the form of interactive charts and tables with statistics and metrics for various steps of the workflow. Expression tables are also provided with read counts for annotated and predicted genes and transcripts allowing further comparative expression analyses. We believe that the TAGADA pipeline offers a useful, powerful and easy-to-use way to process RNA-seq data, nicely complementing the existing nf-core catalogue of bioinformatics tools and contributing to the FAANG global action.
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1. Introduction
 Genetic variations are permanent changes in the DNA sequence that determine how diverse individuals or populations are from each other. The 1001 Genomes Project started in 2008 to discover detailed whole-genome sequence variation in at least 1001 geographically diverse Arabidopsis thaliana populations or accessions. In 2016 the detailed analysis of 1135 genomes have been published [1].

Although there exist several tools to visualise mutations on the genome such as ProteinPaint [2] or SnpHub [3], they do not suit the A. thaliana data that are available or do not allow the interactivity that is desired. Therefore, in order to visualize the available A. thaliana SNPs and InDels data from 1001 Genomes Project [4], a new tool has been created.

2. Tool description
 An interactive web app, with three main functionalities, has been created using the R package Shiny. This app is inspired by already existing tools such as SnpHub and it uses functions of different R packages such as Trackviewer, GenomicRanges, Leaflet and RMySQL.

2.1 Gene variants visualisation
 The display takes a lollipop plot shape to represent the mutations either on genes or on proteins. The user can choose which gene or protein he wants to visualise and if he wants to visualise the whole structure or zoom in into a specific region. Together with the variants, the exon-intron gene structure and protein domains (PFAM or Prosite) can also be displayed. At the protein level, the user can choose various outputs such as which variant effects (for example, high impact as frameshifts or stop codon gain or loss), or amino acid changes type (synonymous codon, and amino acid similarity).

2.2 Geographic location
 It displays, according to the user choices, all the populations or only those that present a certain mutation (specifying its chromosome and position) on an interactive map. Soon, geographic locations should be associated with climate information (temperature, rain) for further interpretation of variations.

2.3 Browse/download data
 This serves to easily analyse and/or download the data from the database either as a table of variations or generated sequences (at DNA or protein level).

References
A bioinformatic pipeline to elucidate the links between viruses and their hosts in microbial communities, applied to viruses in anaerobic digestion processes

Vuong Quoc Hoang NGO1, Cédric MIDOUX1,2,3, Mahendra MARIADASSOU2,3, Valentin LOUX2,3, François ENAULT4, Ariane BIZE1

1 Université Paris-Saclay, INRAE, PROCédés biOtechnologiques au Service de l’Environnement, 1 rue Pierre-Gilles de Gennes, CS10030, 92761, Antony, France.
2 Université Paris-Saclay, INRAE, MaIGE, Domaine de Vilvert, 78350, Jouy-en-Josas, France.
3 Université Paris-Saclay, INRAE, BioinfOmics, MIGALE bioinformatics facility, Domaine de Vilvert, 78350, Jouy-en-Josas, France.
4 UMR CNRS 6023 Microorganismes : Génome et Environnement, Bât. A, 24 avenue des Landais, 63177, Aubière, France.

Corresponding Author: ariane.bize@inrae.fr

Viruses are key-players in microbial ecosystems. However, predicting hosts from viruses is still a major challenge in microbial ecology. A few in silico methods for metagenomics data have proven useful for this purpose (e.g. in [1]), and they are highly invaluable when studying environmental samples. We developed a bioinformatic pipeline including the detection of CRISPR protospacers in viral contigs, a method previously used to predict hosts from marine viruses [1]. We applied our pipeline to anaerobic digestion (AD) ecosystems, in the context of organic waste treatment and valorisation. We focused on the diversity of viruses infecting methanogens, the latter being the key actors of methane production during AD. Viral diversity is only starting to be explored in AD processes [2], hence the great potential of new virus discovery in our study.

After enrichment of methanogenic archaea in AD microcosms by growth on formate as the sole carbon source, 2 DNA metaviromes and 5 cellular metagenomes were sequenced using Illumina NextSeq. Our pipeline was applied to all the obtained data. It was executed on the cluster of the INRAE MIGALE bioinformatics platform.

The most generic steps of our pipeline were scripted as a snakemake workflow, to favour reproducible and scalable data analysis (https://forgemia.inra.fr/cedric.midoux/workflow_metagenomics). After a preprocessing step, reads were assembled with metaSPADES. Coding regions were predicted with Prodigal. Taxonomic assignation of the contigs and of their predicted genes was obtained with kaiju against NCBI nr database. Functional annotation of the predicted genes was performed with Diamond against Phrogs (https://phrogs.lmge.uca.fr/), a database dedicated to prokaryotic viruses, and with ghostkoala against KEGG database (https://www.kegg.jp/ghostkoala/). For each dataset, reads were mapped to the assembled contigs.

Several steps specifically dedicated to the prediction of hosts from viral contigs were performed using bash and python scripts. For the cellular metagenomes, spacers were detected in contigs with CRISPRdetect and CRISPRCasFinder. A non-redundant spacer database was built from the obtained spacer sequences. The viral contigs were subsequently aligned with blastn against this specific database, enabling host prediction. In addition, metagenome-assembled genomes (MAGs) were constructed from cellular metagenomic data with MetaBat2. Their quality was improved with RefineM and controlled with CheckM.

Thanks to this spacer-based approach, we were able to identify 77 viral contigs possibly originating from methanogenic archaea. We are currently further analysing them to confirm their nature and to study their gene content. The MAG reconstruction yielded 15 methanogenic archaea genomes. Thanks to these latter, we will search for archaeal proviruses with Phaster and VirSorter and we will also use a k-mer based method to identify additional putative archaeal viruses, using the tool WiSH.
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One of the main steps in genome assembly is contig assembly, which consists in reconstructing long and contiguous chromosomal parts based on the overlaps between the reads. The latest sequencing advances allow the construction of longer and more accurate contigs, but misassemblies are still present due to repeat sequences, heterozygosity and read errors. A technique that can be used for identifying these misassemblies is linked read sequencing since it provides long-range and low-error information. This type of sequencing is already used for correcting contigs by Tigmint [1], a tool that splits the contigs in loci with low molecule coverage. However, in case of contigs built from long reads and with the latest assemblers, the coverage drop is no longer sufficient for detecting misassemblies.

In this study we introduce a new correction pipeline adapted to more accurate contigs. In the first step the connecting errors are detected by analyzing linked reads molecules profiles for each contig. We start by aligning the linked reads to the contigs and identifying the molecules by grouping reads with the same barcode and aligned in the same region. Then our method computes several metrics, such as the molecule coverage, the mean read density per molecule and the mean molecule length, per 10kb window. For each metric we identify the outlier values and we split the contig if an interval is considered as outlier for at least two metrics. We tested the method by scaffolding several bovine assemblies with 3d-dna [2] and different Hi-C libraries. 3d-dna was able to connect more contigs into scaffolds with up to 80% increase in scaffold N50 and even obtain complete chromosomes when applied on contigs split with our method.

The main drawback of splitting the contigs before scaffolding them with Hi-C based methods is the increase in the number of very short contigs. These contigs will not have enough Hi-C contact points to be correctly oriented in a scaffold or even to be connected to another contig. Thus the number of inversions or of un-scaffolded contigs can increase. To solve these problems we propose a second step in our pipeline that will increase the assembled sequences length by scaffolding the split contigs based on the shared barcodes. Several scaffolding methods using linked read information were already proposed such as ARCS [3] or Sca10x [4]. While these methods can make a difference on a highly fragmented assembly, the number of contigs connected into scaffolds are very low when tested on contigs constructed from long reads. This is due to higher quality of long read based assemblies where most of long contig extremities and short contigs are complex repetitive sequences that share barcodes with numerous other contigs. We propose a new method that constructs a scaffold graph based on multiple barcode sharing constraints such as a minimum number of shared barcodes, a minimum percentage of common barcodes between two contig extremities and correct molecules lengths if a connection between two contigs would be made. In this way we maximize the number of contigs situated in unbranched paths and we avoid local connecting decisions which are more error-prone.
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Mitochondrial diseases (MD) are rare disorders caused by deficiency of the mitochondrial respiratory chain, which provides energy in each cell through oxidative phosphorylation. These diseases are extremely heterogeneous both clinically and genetically, with a broad range of age onset and very different symptoms, that makes their diagnosis very challenging. The estimated incidence is 1/5000 births, about 200 new cases per year in France. Although mitochondria possess their own genome, they need nuclear genes because both genomes encode proteins responsible of the mitochondrial biogenesis. Hence, MD are caused by pathogenic variants affecting either mitochondrial DNA or nuclear genes involved in mitochondrial functions.

The advent of whole-exome sequencing (WES) and whole-genome sequencing has accelerated the identification of variants on previously unknown disease genes (1). Although these technologies are mainstays in Mendelian disease diagnosis, their success rate for detecting causal variants is far from complete, ranging from 25 to 50%. Several variants remain as variants of unknown significance (VUS) or they are missed due to the inability to prioritize them such as intronic or non-coding variants. Recently, the employ of RNA sequencing (RNA-seq) has been proposed. This technology provides a direct probing of RNA abundance, including allele-specific expression and splice isoforms. Despite the promising premises of RNA-seq to detect new variants, the pioneering works employing this technique improved the diagnostic power of only 10% (2). The development of novel integrative computational approaches are essential to resolve diagnostic deadlock and improve our knowledge of mitochondrial disorders (3).

Here, we dispose of a cohort of 17 patients with clinical evidences of MD in diagnostic stalemate. WES was not informative since it did not allow to identify the responsible gene. Then, RNA-seq has been performed. We developed a novel approach, called MitoBook, that performs a co-expression network analysis based on the approach Multiscale Embedded Gene Co-expression Network Analysis (MEGENA) to identify functional co-expressed gene modules associated with MD (4). First, we tested this approach on a control cohort from GTEx database. Then we applied MitoBook on our patient cohort. Functional enrichment of biological pathways from several ontologies including GO ontology, metabolic pathways from KEGG and REACTOME, was performed on genes belonging to each module. To identify potential regulatory genes, we used a novel defined measure called patient-specificity that allowed to characterize the specificity of the modules. Finally, we integrated variants found by WES analysis to co-expression modules. This approach allowed to identify 115 variants for 81 potential candidate pathogenic genes for 5 patients. The output of MitoBook is a web interactive application that will summarize findings by patient, by pathway and by gene. In conclusion, MitoBook should increase the diagnostic power up and provides an end-to-end solution for identifying potential pathogenic genes and is suitable for use by mitochondrial diseases diagnostic platforms.
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1. Introduction

Most biological processes rely on protein-protein interactions. Protein-protein docking aims to predict the most likely structural binding modes of interacting partners. Using information about the coevolution of protein partners improves this structural prediction of interfaces. Our team has contributed to the improvement of protein docking success rates by incorporating evolutionary information into docking strategies. Here, we present our most recent achievements in this respect.

2. Results and perspectives

In previous work, we developed a protein-protein docking pipeline that integrates evolutionary information in the docking process \cite{1}. Recently, we designed a novel strategy to integrate evolutionary information into atomic-level scoring functions and found that it greatly improved their capacity to discriminate correct from incorrect interface models \cite{2}. This strategy uses relatively shallow coupled multiple sequence alignments (coMSAs) containing 10 to 40 complex homologs. We benchmarked this strategy on a large dataset of docking targets based on unbound homology models \cite{3}. We also integrated it into the InterEvDock3 docking server \cite{4}, along with two other major improvements: the capacity to use information from coevolution-based contact maps during the docking process and the ability to combine free docking with template-based assembly modeling. The server is available at https://bioserv.rpbs.univ-paris-diderot.fr/services/InterEvDock3/

We successfully applied the InterEvDock pipeline to recent targets of the international CAPRI assembly prediction challenge \cite{5}. Future perspectives include a better combination of our atomic-level modeling of complex homologs with coevolution-based approaches and the use of machine learning techniques to further enhance the extraction of (co)evolutionary signal from coMSAs.
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Pentatricopeptide repeat (PPR) [1] are a large family of RNA-binding proteins which regulate several aspects of gene expression, primarily in the mitochondria and chloroplast but also in the nucleus. In particular, PPRs are involved in the maturation, splicing, editing, and translation of RNAs. About 500 PPRs exist in Arabidopsis Thaliana, but their binding to RNA stays partially known. The objective of our work was to predict PPR binding sites from RNA-seq data of small RNAs.

Classically, PPR binding sites are detected using differential RNA-footprinting: that is by comparing the number of small RNAs of a wild and mutant plant for one given PPR along the chloroplastic or mitochondrial genome. The disadvantage of this approach is the need to have a mutant PPR plant, restricting the use of this approach. Here we propose to predict PPR binding sites using only the small RNAs of wild plants.

We trained a statistical learning method (a Generalized Linear Model) to predict known PPR binding sites from small RNA datasets. We tested our approach on two public small RNA datasets of the chloroplastic and mitochondrial genome of Arabidopsis Thaliana. We trained our model on a first dataset from [2] containing many binding sites to predict. Using the cross-validation technique, we recovered a specificity of 0.999 and sensitivity of 0.756, showing that it is indeed possible to predict these binding sites. Furthermore, we visually validated some newly predicted sites. We used the second dataset [3] as a validation set. It contains very few known binding sites, but we were able to recover two of the known sites. Finally, we realized a differential analysis on the new detected PPR binding sites to identify those specifics at each condition.
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Abstract

CNVs (Copy-number variations) are structural variants of the genome, consisting in deleting or repeating segments of DNA. These changes can have important consequences leading to cancer or rare diseases. With the great expansion of sequencing technologies, the automated prioritization of CNVs simplifies the clinical evaluation and rapidly gets the very needed information to the patient.

In 2020, ACMG and ClinGen[1] published new guidelines for CNV classification. These highly detailed and structured standards allow better and faster prioritization of CNVs with increased consistency between different laboratories.

Here, we present a novel implementation of the ACMG/ClinGen framework using the latest bioinformatics references. The highly structured pipeline uses the data from the latest available resources, including the Dosage Sensitivity Map from ClinGen[2] or the databases of structural variants from gnomAD[3] and DGV[4]. The classification is adapted to both small and large CNVs with the implementation of rare cases such as intragenic CNV in a haploinsufficient gene. Additional information is available to the user, like the frequency in common population of overlapping structural variants from gnomAD and DGV.

The predicted classification was evaluated with an original ACMG/ClinGen dataset consisting of 114 CNVs. The results were compared with the classification of two independent evaluators. The new classification showed a very high specificity in the detection of both pathogenic and benign variants. In 84.2% of CNVs, the prediction was the same as the prediction of at least one evaluator. For the 15.8% of predictions in disagreement, no variants classified as benign were predicted pathogenic and vice-versa, highlighting the good performance of the automated annotation method.

The new SeqOne implementation of ACMG/ClinGen standards provides a confident and fast classification of CNVs which could simplify the clinical interpretation of structural variants. The next step in getting an improved classification is the linkage between phenotypes and genes included in the CNV.
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Multimodal analysis of small size data to understand the effects of low doses of ionizing radiation on atherosclerosis
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Background: Atherosclerosis is a hardening and narrowing of arteries. It can put blood flow at risk as arteries become blocked. Mechanistic understanding of the effects of low-dose ionizing radiation (LDIR) on atherosclerosis remains incomplete. The experimental studies have shown a protective effect of LDIR on atherosclerosis in rodent models [1][2]. How early responses in different cell types that are known to be involved in atherosclerosis contribute to this effect is not clear. Challenges in understanding biological mechanisms of LDIR include small size of experimental animal groups, low level changes and data heterogeneity and multimodality. Advanced methods of multimodal data integration, including machine learning algorithms, have proved useful in various biomedical applications but have not been used much in the studies of health effects of LDIR. In this study, we report results of applying a statistical and classical machine learning methods to reveal causal mechanistic links between biological responses of different modalities observed in ApoE/-/- mice exposed to low to moderate doses of gamma-radiation. Revealing complex correlations and causal links related to health conditions, such as atherosclerosis, can help advance the concept adverse outcome pathway (AOP).

Analysis: Fourteen to 16 weeks old ApoE/-/- mice were exposed to a single dose of 0, 0.05, 0.5, or 1 Gy from 137Cs at a dose rate of 10.35 mGy.min-1. Samples for biological assay were collected at 24 hours, 10 days and 100 days post-irradiation. Bone marrow cells from mice sacrificed at 24 hours or 10 days post-exposure were used to grow bone marrow derived macrophages for polarization into M1 or M2 phenotypes. Cells were treated with IL-4 or INFγ for M2 or M1 polarization, respectively. Polarization was validated by measuring the mRNA levels of polarization markers using RT-qPCR. Also, cell culture supernatants of polarized macrophages were harvested and cytokine expression were determined using ELISA. In this study, we focused on a single time point of 24 after irradiation with three modalities of data. Data from flow cytometry, gene expression and ELISA assay originating from the same animal were gathered. To carry out an integral analysis this complex and heterogeneous data obtained at different levels of biological organization, we employed a two-step analysis. In the first step, we used univariate and descriptive statistics analysis (ANOVA, PCA, PLS, RGCCA) and compared it with four classical machine learning methods (SVM, random forest, tree decision and Gradient boosting). In the second step, an integration of the obtained correlations into a biologically relevant mechanistic model that can be used as a basis for an AOP to atherosclerosis after exposure to LDIR was carried out.

Results:

Our preliminary results confirm the difficulty of visualizing the effects of LDIR. The results of univariate ANOVA analysis, although could test important comparisons, were limited in its ability to reveal a comprehensive integral insight when multiple variables were used. Using PCA allowed to reveal certain hidden trends in the assembly of variables, which was an improvement when compared to ANOVA. PLS and RGCCA were both more efficient in identifying those variables that are responsive to different treatment options and mediate biological phenotypic changes. Despite the low classification rate, machine learning methods allowed to identify those features/variables that contribute to differences between groups. These different analyses helped to reconstruct in more detail the mechanistic and/or causal links between various molecular endpoints measured under various treatment (radiation dose) and phenotypic (M0, M1 or M2 macrophages) conditions. Overall, our results highlight the need for comprehensive data analyses of LDIR studies and provide an example of such analyses using a multitude of statistical methods to understand mechanisms of LDIR effects on atherosclerosis. Pages must NOT be numbered. Final pagination will be set by the editors of the proceedings.
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Abstract

PADLE analyses RNA-seq data in a user-friendly way for biologists with a graphical web interface. The tool allows for differential gene expression analyses, which can be combined with functional analyses and extracting expression patterns.

Although similar tools already exist, they do not provide all the features implemented in PADLE. For example, Shiny-Seq [1] does RNA-seq analysis, but doesn't offer several R packages to study differential expression. Moreover, it does not allow complex analysis (with several factors), and functional enrichment analyses (i.e. GO and KEGG) are limited to only two species.

For RNA-seq analyses, three different R packages are implemented: DESeq2 [2], EBSeq [3] and edgeR [4]. Thus, the user will select the R package most adapted to his experimental design (complex experimental designs with several factors, consideration of isoforms).

PADLE also proposes GO (Gene Ontology) [5] and/or KEGG pathway (Kyoto Encyclopedia of Genes and Genomes) [6] enrichment on differentially expressed genes, if a functional annotation table is provided. In addition to the stats for KEGG enrichment, the metabolic pathways are compiled and the enzymes that are activated or deactivated are highlighted in different colours on the metabolic pathways.

This tool makes it possible to group together genes with the same expression profile but also to highlight genes with an expression profile that is very different from the rest of the genes. For this purpose, the following unsupervised machine learning methods are used: ABOD, Isolation Forest and DBSCAN.

Finally, PADLE allows visualising experiments, taking all the biological comparisons as dimensions and reduce those to 2 dimensions using SOM, PCA and tSNE methods. The graph generated permits to see the clustering made and compare all the biological conditions at once.

PADLE is a web tool that will be released for public use soon. It will be possible to access it through this web page https://padle.sophia.inrae.fr/intro/. It allows analysis of complex RNA-seq data under a user-friendly interface for biologists.
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1 Introduction

Melanoma is the rarest but also the most serious form of skin cancer. The latest figures published by Public Health in 2019 show 15,513 new cases of melanoma of the skin identified in France. If it can be diagnosed in its early stages, with the choice of the appropriate treatment, the survival rate is generally good. Recent research studies show that in France the 5-year relative survival rate of a person living with melanoma is 87% (83% for men, 89% for women) when melanoma is diagnosed at an early stage. However, the 5-year overall survival rate is 52% for patients affected with advanced melanoma.

During the development of a tumor, cancer cells are surrounded by many other cells, including healthy cells and also immune cells, such as CD+ and CD8+ T lymphocytes, Natural Killer (NK), as well as myeloid cells. Some lymphocytes potentiate the defence against cancer cells such as CD8+, T lymphocytes and NK which have the potential of killing cancer cells by their cytotoxic action. Others, on the contrary, can act as immunosuppressive cells, such as regulatory T cells and myeloid-derived suppressor cells which compromise CD8 T cell-dependent immune responses, leading to tumor and metastases.

2 Methods

Here, we aim to predict patients' response to immunotherapy based on integration of multiple datasets extracted from their peripheral blood including phenotyping of circulating immune cells (by flow cytometry approaches that quantify cell-surface markers on single cells) and cytokine quantification in plasmas (Mesoscale). These datasets were used to create a feature matrix and various machine learning approaches were applied to predict patients’ responses within the context of the TICIMEL clinical trials [1]. Finally, radiomics images available for each patient will be integrated through a Convolutional Neural Network to test whether therapy response can be predicted using this type of data at diagnosis and 6 weeks after immunotherapy induction.

3 Conclusion

Integrative machine learning approaches applied to the comprehensive datasets generated as part of this clinical trial will provide a better understanding of advanced melanoma resistance to immunotherapy.
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The sequencing of the transcriptome has enabled to assess genome-wide changes in gene expression in a variety of biological contexts. One of the first steps in a usual RNA-seq data analysis workflow is to estimate gene expression by counting the reads mapped to annotated genomic regions. The reference genome, which consist of both sequences and annotations, is mandatory to perform this step and may have a huge impact on the subsequent analyses, e.g. identification of differentially expressed genes. While tools have been developed to compare genome annotations for many years [1], the effect of the choice of a reference genome on RNA-seq data analysis remains rarely discussed. Yet, it has been demonstrated that the expression quantification and the differential expression assessment are indeed dramatically affected by the choice of reference genome for large sets of genes [2]. Besides, this effect is tissue-dependent [2]. As recommendations for classical RNA-seq data analysis, it is preferred to use a less complex annotation, e.g. NCBI RefSeq, for reproducibility and a more complex annotation, e.g. Ensembl, for exploratory research [3].

The Normay rat, Rattus norvegicus species, is a widely used experimental model in medical and biological research. The few studies quantifying the impact of the choice of reference genome on RNA-seq data analysis mostly deal with the human genome. No particular attention has already been paid to the Rattus norvegicus species on this topic. Here, we propose to evaluate the effect of common genome annotations, i.e. Ensembl and NCBI RefSeq, of the most widely used Rattus norvegicus genome sequence, Rnor_6.0 (RefSeq accession: GCF_000001895.5), on a classical differential expression workflow based on RNA-seq data. On 2020/11/10, a new genome assembly, mRatBN7.2 (RefSeq accession: GCF_015227675.2), was published, followed by NCBI RefSeq annotations a few months later. Taking benefit from significant improvements in sequencing since the release of the previous reference genome more than six years before, this new assembly exhibits much better assembly quality metrics. This lets hope significant refinements in RNA-seq data analysis. Since this new assembly and this new annotation were published very recently, no study has already used them. We propose to integrate them in the evaluation of Rattus norvegicus reference genomes and characterize the improvements brought by this new genome. We re-analyzed published studies using RNA-seq data from different hippocampal regions [4] and highlighted the impact of the choice of reference genome in the context of epileptogenesis. We emit recommendations in this particular context by focusing on some key genes using RT-qPCR data [5] as a gold standard for validation.
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Abstract

The emergence of High Throughput Sequencing (HTS) allowed the scientific community to gather a tremendous amount of cancer genomic data. Those studies highlighted the genomic diversity of tumors and identified biomarkers responsible for tumorigenesis that might indicate potential treatments for which a tumor is sensitive. Those markers might predispose a person to cancer (germline mutation) or appear during cancer development (somatic mutation). So for a cancer patient, it is capital to be able to efficiently identify his tumor genomic landscape, the potential targetable biomarkers and his personalized treatment.

Biomarkers are encompassing different genomic events such that Single Nucleotide Variant (SNV), Copy Number Variation (CNV), Gene Fusion, abnormal mRNA isoforms and mutational signatures (Tumor Mutation Burden, Microsatellite Instability, Homologous Recombination Deficiency...). The use of short-read sequencing to identify cancer patient biomarkers and treatment is becoming a more common practice in hospitals and requires the development of automated analysis to help clinicians to efficiently identify the patient treatment.

For our study, we used a novel DNA/RNA panel of more than 500 genes, that was designed to detect actionable mutations in the tumor and can be used to identify most of the known tumor biomarkers. We develop a complete pipeline able to identify precisely all those different genomic events and apply the required filtering step, to remove FFPE biases, sequencing artefact and benign germline variants. A selection process allows us to only focus our tertiary analysis on mutations that are very likely to be associated with cancer[1]. Finally, we design a method able to identify and prioritize treatments and clinical trials. First, we identify all variant-treatment associations from a clinical drug/trial database. Second, as many patients do not harbor the known mutation, we developed a decisional tree to identify the most promising treatment by prioritizing all associations returned by the database. Our tests, on a selected set of patients, show very promising results.
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Genomes are valuable resources for characterizing microbial organisms taxonomy, their functional and metabolic potential, as well as for evaluating and understanding their ecology and evolution. However, the reconstruction of bacterial genomes has been historically limited by the requirement to sequence isolates from pure cultures. Due to the fact that most bacterial species are difficult to cultivate it precluded genomic insights for the vast majority of microbial life. Thanks to the development of shotgun sequencing of microbial communities (metagenomics), a direct access to the diversity of uncultivated microorganisms is now possible in situ, bypassing the cultivation bottleneck.

During the last decade, various computational methods have been developed to reconstruct individual genomes from metagenomes, referred to as Metagenome-Assembled Genomes (MAGs), which have significantly expanded our knowledge about microbial genomic diversity by delineating thousands of previously unknown genomes inhabiting very diverse environments, such as the human gut, soil, and oceans. The reconstruction of MAGs from metagenomes is usually performed through two main steps: (i) the assembly of reads into contigs, followed by (ii) the binning of contigs into (draft) genome bins. The metagenomic assembly process can be performed using reads from a single sample, or from multiple samples (i.e., co-assembly). Recent studies have reconstructed MAGs using either single-assembly [7] or co-assembly [3] strategies, which both have their own benefits. While single-sample assemblies are well suited for large numbers of relatively low-diversity samples, co-assemblies may be beneficial for a moderate number of relatively high-diversity samples. While a recent work reported a wide range of advantages and limitations in current MAGs reconstruction methods [2], it still remains unclear which assembly strategies, in combination with which genome binning approach, offer the best performance for MAGs recovery. Besides, although a few metagenomic workflows have been recently developed (e.g., [4], [6]), they do not implement an automated co-assembly process, in combination with distinct genome binning strategies, for maximizing MAGs recovery.

In order to assess the impact of different reconstruction strategies on MAGs diversity and quality, we defined and compared four reconstruction strategies, by combining (i) single-sample assembly or co-assembly, with (ii) single-sample or multi-samples genome binning. Reads were assembled using Megahit [5]. We evaluated MAGs quality based on the presence/absence of single-copy core genes (SCG), and performed the dereplication of genomes independently recovered by each strategy for evaluation and comparison purposes. In addition, we also designed and implemented an automated co-assembly approach based on metagenomic distance, using Simka [1], to identify optimal sets of metagenomes to co-assemble. We implemented these complementary strategies in a Snakemake workflow called MAGNETO (shortly publicly available). Our tool also implements the reconstruction and annotation of metagenomic genes catalog, as well as the taxonomic and functional annotations of all recovered MAGs.
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1 Background
Chloroplast gene expression is essential for photosynthesis and plant viability. Much of the expression is controlled post-transcriptionally. Gaining a global picture of chloroplast gene regulation requires detailed knowledge of the transcriptome along with the enzymatic and RNA-binding activities that shape it \cite{1}. Several RNA-Seq based strategies have recently been developed to decipher its complexity. Most of the tools developed, however, only count the abundance of sequencing reads along annotated patterns (typically genes) and therefore neglect non-coding regions and regulatory events within genes that are pervasive in the chloroplast transcriptome. In the context of differential expression analysis, these events result in local changes in the log-ratio of coverage along the genome between compared conditions.

2 DiffSegR
Our method, DiffSegR, allows systematic identification of differential maturation events without relying on pre-existing annotations in a two-step design: (1) Summary of the transcriptionnal landscape. We assume that observed log-ratio of coverage, indexed on genomic positions, is a piecewise constant signal affected by \( K \) local changes, also called changepoints, and an added i.i.d noise. We can infer these changepoints using an efficient changepoint detection algorithm that optimizes a penalized likelihood criteria \cite{2}. These changepoints define the limits of \( K + 1 \) segments / bins within which overlapping reads are then summarized. The first step ends by building a count matrix. (2) Differential expression analysis. Each segment, through its associated row in the count matrix, is statistically assessed for quantitative changes in expression levels between compared conditions using the negative binomial model of edgeR or DESeq2.

3 Empirical results
DiffSegR has been applied to two RNA-Seq datasets that were previously used in combination with traditional molecular biology techniques to decipher the role of the chloroplast ribonucleases PNPase \cite{3} and MiniIII \cite{4}. On these two sets of maturation events, DiffSegR returns results close to the expert annotation of the chloroplast RNA-Seq signals performed by biologists, while reducing the analysis time from several hours to a few minutes. We could rightfully predict the role of MiniIII in rRNA maturation and identify the pervasive role of PNPase in 3’-degradation of rRNA, mRNA and tRNA precursor. We believe DiffSegR will not only benefit the biologists working on organelar gene expression but the whole community working on transcriptomics as it allows access to information from a portion of the transcriptome that is not addressed by the classical differential expression analysis pipelines widely used today.
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Antibiotic resistance genes (ARGs) presence is largely documented in gut microbiomes of farm animals and represent a major risk for animal and human health but the routes and mechanisms of their dissemination are yet only partially understood. At the epidemiological level, it would be interesting to better understand the respective roles of contamination from the environment and transmission between generations of animals. These transmission events, at the genetic level, may be mediated by horizontal transfer of ARGs and clonal propagation of ARG harbouring bacterial lineages. To study these questions, an experiment was conducted aiming at following ARGs by shotgun metagenomics across 3 generations of broiler chicken in two separate buildings.

The study of ARG in metagenomic samples is challenging, because of sequencing errors, short read length, and variable abundance of genes, which suggest that specific methods may be needed to properly identify ARG flows. Moreover, preliminary results have shown that several haplotypes can co-exist for each gene, and that these haplotypes may be shared or not between samples. Analyzing this micro-evolutionary diversity is the key idea of our work. The identification of haplotypes in metagenomic data is a challenge that has been recently addressed with methods to identify strains relying on SNP frequencies in selected core genome marker genes (such as ConStrains[1], or DESMAN[2]), or with methods using reads as a phasing information to resolve haplotypes on individual genes (Hansel & Gretel [3]).

In order to accurately detect ARG flows between samples, we are working on a new workflow based on aligning metagenomic reads on a non redundant database of reference ARG sequences (Resfinder4.1 [4] clustered at 95% of identity) with BWA-MEM, and stringent quality filters are applied on reads and alignments using samtools. Nucleotide frequencies at each position of these reference sequences are then computed and statistics (number of polymorphic positions, number of alleles…) are recorded in order to quantify the diversity in ARGs within samples and the distance between samples. Our first results indicate a huge variability between genes in terms of number of polymorphic positions and number of haplotypes. Future steps will consist in identifying shared ARG haplotypes between samples by using approaches derived from those used for strain resolution to resolve the different haplotypes and determine their abundances in each sample, or by trying to infer ARG fluxes by comparing samples based on diversity and distance statistics only, without haplotype resolution.
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The sampling of undiseased tissues is often challenging for obvious ethical reasons. Thus, the community usually refers to a few selected expression studies to support or validate new findings. Most of the time, external data is retrieved (e.g., from an atlas) and is integrated as-is. Examining the soundness of this approach has become increasingly imperative. Besides, while these reference studies have many overlapping tissues, few have attempted to integrate the data in any way. The study [1] investigates gene expression consistency between high-throughput transcriptomics and proteomics across tissues and studies.

Raw data from bulk RNA sequencing [2,3,4,5] and bottom-up label-free tandem-mass spectrometry [6,7] studies have been processed with consistent processing pipelines and gene annotation. The data have been compared and integrated for each biological layer before their joint analyses. Note that mitochondrial protein-coding genes (n=13) proved to be a significant biasing source and were removed from most analyses.

Transcriptomic samples with identical histological origin have higher levels of correlation than samples collected for the same study. Globally, mRNAs (including ubiquitous and more tissue-specific ones) show similar expression profiles across studies for a given set of tissues. On the other hand, the proteomic data present high discrepancies between studies due to the high detection variability of the mass spectrometry.

Nonetheless, the joint study of mRNA and protein expressions highlights that, for most tissues, we can observe quite good (and significant) correlation levels across biological layers, even when the samples have a different genetic background (due to the independent sampling). Many genes present a similar expression pattern for their mRNA and protein, e.g., genes for which the proteins have been detected in a single tissue are more likely to have an mRNA that is tissue-specific. Additionally, gene groups have presented interesting functional enrichments of biological processes: highly correlated protein and mRNA pairs are enriched in catabolic processes. In contrast, the most anticorrelated ones are enriched for ribosomes and ncRNAs regulation. Finally, highly tissue-specific genes are enriched for signalling processes.

Integrating proteomics and transcriptomics, even from independent studies, can help to improve our general knowledge and current biological models. This work has established an extensive list of genes presenting a robust transcriptomic and proteomic expression across tissues and studies. Besides, the highlighting of gene groups with distinct functional enrichment profiles has laid a framework for further research.
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The last decade has seen the emergence of technologies to produce maps of protein or RNA content of single cells in intact tissue slices. These spatial and single cell - resolved omics methods offer great opportunities to further understand developmental processes and diseases such as cancer. Yet, data generated by these technologies require adapted methods to extract as much information as possible - such as the spatial relations between variables (RNA or protein counts) - and to cope with the size and high dimensionality of these datasets.

Here we will show how representing solid tissue samples as networks is fruitful to analyse cell-cell interactions and find local communities. In these networks nodes are cells and edges represent contact between them. We present *tysserand* [1], a Python library to reconstruct spatial networks from bioimages with high speed and accuracy. *tysserand* can reconstruct networks from segmentation images or coordinate arrays, it implements several reconstruction methods and utilities to choose the most appropriate parameters, and can output networks in formats compatible with several libraries dedicated to network and single-cell analysis.

We demonstrate how these networks can be analyzed with *mosna*, the Multi-Omics Spatial Network Analysis Python library. *mosna* can compute z-scored mixing matrices and assortativity [2], a measure of how cell types tend to interact preferentially with each other in whole samples. To study cell interactions at a more local scale, *mosna* also features the *Neighbors Aggregation Statistics* (NAS) method, which is designed to find spatial areas or local communities of specific cell types or states. In this method, variables of each cell and their first order neighbors are aggregated and summarized by their central tendency (mean or median) and variability (standard deviation, interdecile range, ...). These "aggregation statistics" are clustered with a noise-aware algorithm that can define arbitrary-shaped clusters. The clusters define spatially coherent areas, some of them contain several cell types, and a given cell type is not necessarily limited to one specific cluster. Furthermore, we can subtract for each cell the contribution of its phenotype to RNA or protein counts before the aggregation analysis, in order to highlight variables that are modulated by spatial factors. These spatial areas can then be compared between each other or across patients to assess how spatial patterns are associated with specific biological processes such as development or tumor progression.

The *tysserand* and *mosna* libraries can thus be used on various multi-omics spatial datasets to discover spatial clusters and patterns, uncovering local communities and interactions between different cell types and states.
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Germ Cell Tumours (GCT) are thought to be derived from aberrant primordial germ cells\cite{1}. Although when they emerge and how they diversify remains unclear. They are a heterogenous group of tumours, presenting diverse histological subtypes, and are the most common malignancy in young males\cite{2}.

Regulatory RNA plays a key role in modulating gene expression, and small non-coding RNA has previously been profiled in various types of cancer\cite{3,4}. MicroRNAs (miRNA) are the most frequently studied class of small noncoding RNA. They integrate with argonaute proteins to create a sequence specific silencing complex (miRISC) to hybridize to specific mRNA and silence target-gene translation\cite{5}. Another regulatory class, piRNAs, are especially present in germline cells and are thought to interact with the PIWI family of proteins to silence transposable elements\cite{6}. Both of these have been extensively studied in model organisms but study of these small non-coding RNA in subtypes of human GCT has so far been limited.

Here we present findings from a transcriptome sequence study of small RNA isolated from 8 gonadal controls and 10 testicular and ovarian GCTs, further classified by histological subtype. We demonstrate that there is a general underexpression of piRNA in GCT compared to controls. Furthermore, the signature of miRNA overexpression allows differentiation between the histological subtypes of testicular GCT, and demonstrates similar profiles between metastases and primary GCT for both classes of small RNA. We observed mir-371-373 to be universally upregulated in GCT regardless of histological subtype, as well as significant downregulation of the tumour suppressing let-7 class of miRNA. Our data suggests global piRNA downregulation across all testicular and ovarian derived GCTs.

References
Comparison of two pipelines to study spatial transcriptomics

Anne-Elodie RECEVEUR¹, Christophe LE PRIOL¹, Andrée DELAHAYE-DURIEZ¹,²

¹Inserm UMR 1141 NeuroDiderot, Université de Paris, 75019, Paris, France
²UFR Santé Médecine Biologie Humaine, Université Sorbonne Paris Nord, Bobigny, France

Corresponding Author: anne-elodie.receveur@inserm.fr

Spatial transcriptomics is a new type of genome-wide expression profiling methods that allow to count and localize the transcripts on histological sample sections. This technique has been used to lead some researches about human diseases, like the characterisation of some specific cells inducing the Alzheimer's pathology [1]. For these methods, specific slides that capture poly(A) mRNA are needed. These slides contain spots with spatially barcoded mRNA-binding oligonucleotides in addition to UMIs (Unique Molecular Identifier). As the sequence of each barcode is known, it can be related to coordinates. The RNAs are fixed by the oligo by diffusion through the tissue section. Reverse transcription occurs while the tissue is still in place, generating a cDNA library that incorporates the spatial barcodes and preserves spatial information. After sequencing of the strands, their localization is retrieved. Tools and workflows to process and analyse these particular sequencing data have been developed. One of the first companies that market products and instruments to carry out spatial transcriptomics, 10X Genomics (under the name of Visium Spatial Gene expression Solution), provides a workflow with an open source software: Space Ranger (https://support.10xgenomics.com/spatial-gene-expression/software/pipelines/latest/using/count).

Here, we propose to compare Space Ranger ability to generate gene expression count matrices from sequencing data with another widely used open source pipeline: ST Pipeline [2].

ST Pipeline and Space Ranger are both of them an informatic pipeline dedicated to the spatial transcriptomics, allowing to study the data coming from the sequencer and generates count matrices and other data useful for downstream analysis. Here, we used the same dataset of mouse brain (https://support.10xgenomics.com/spatial-gene-expression/datasets/1.1.0/V1_Adult_Mouse_Brain) publicly available on the website of 10X Genomics to evaluate both pipelines.

Between the two pipelines, several steps are similar, e.g. the quality filtering, the mapping, the demultiplexing, the annotation and the read counting, but we can notice some differences with the parameters given during the call of the same software used, like STAR [3] for the read mapping step. The scripts called during the process were analysed and to take into consideration the parameter differences. Moreover, each tool has its own specificities, which implies that some analyses are not found in both of the pipelines but just only in one, e.g. contaminant discarding only performed by ST Pipeline. We compared the outputs of the two pipelines, and more particularly the count matrices that are retrieved.

We will provide recommendations and criteria to help future users to choose between these two tools based on this comparison. As an example, we will apply these recommendations to select the best tool for the analysis of newly generated spatial transcriptomics data from 16 hippocampus sections through 3 different phases of the epileptogenesis in a rat model for Mesial Temporal Lobe Epilepsy (MLTE).
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Decoding the RNA regulatory network to identify microRNA-sponge mechanisms involving circular RNA
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1. Background
Non-coding RNAs (ncRNAs) represent a large component of the human transcriptome and have been shown to play important roles in cancers. The ability of ncRNAs to control gene expression makes them critical components of the cell plasticity and attractive targets for drug development. In particular, circular RNA (circRNA), a class of ncRNAs that have been poorly studied until now, can act as microRNA (miRNA) sponges¹ and may thus indirectly regulate expression of genes involved in cell plasticity. In this project, we propose to infer the RNA regulatory network underlying treatment resistance in melanoma, by integrating multi-level transcriptomic data and accounting for co-expression and predicted physical bindings. We aim at automatically identifying at a large-scale, sponge mechanisms involving circRNAs associated to treatment resistance, that could be targeted by specific therapies.

2. Results
We generated a multi-level transcriptomic data for the different types of RNAs (mRNA, miRNA and circRNA) from melanoma cell lines, resistance or sensitive to treatment (BRAF inhibitor). From these data, we identified RNA signatures associated to treatment resistance. We then built an extensive miRNA-binding database using the TargetScan² program, considering both mRNA and circRNA as potential targets. For each predicted miRNA-binding sequence (MRE), the context score representing the targeting efficacy was calculated as proposed by TargetScan. This score is calculated using cumulative scores considering all the features of the site (seed-pairing stability, location, target site abundance…). We inferred a RNA-regulatory network, where nodes represent the different types of RNAs and edges represent the co-expression between two miRNA-targets or a physical binding between a miRNA and its putative target. Sponge candidate were retrieved according to two main criteria: (1) shared miRNA(s) and (2) co-expression between the circRNA and mRNA(s). We proposed different metrics to automatically estimate the sponge efficiency and the extent of sponge impact for each circRNA, by taking into account the number of impacted genes and the previously calculated MRE context scores. Based on our metrics, a set of experiments will be carried out to validate the best circRNA sponge-candidates.

3. Conclusion
Our approach allows inferring a RNA regulatory network based on expression and binding interactions. We introduce different metrics to automatically identify circRNA sponges and prioritize the most likely and relevant sponge mechanisms for functional validations. A shiny web app is under development that will allow biologists to explore and visualize the constructed RNA network and focus on sponge mechanisms of interest.
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1. Introduction

The mutation in the gene isocitrate dehydrogenase 1 (IDH1) is implicated in Acute Myeloid Leukemia (AML), as cells with the alteration abnormally produce an oncometabolite 2-hydroxyglutarate (2-HG). 2-HG was found to cause widespread changes in DNA methylation [3]. IDH inhibitors have shown good clinical response in AML patients. However, primary or acquired resistance to IDH inhibitor therapies represent a major problem limiting their efficacy. The mechanisms that mediate resistance to IDH inhibition are poorly understood. We present an analysis of gene expression, inferred Transcription Factor (TF) activity, and clinical outcome in AML patients to uncover pathways related to IDH inhibitor resistance.

2. Materials and Methods

We studied 64 patients with relapsed or refractory AML who received IDH inhibitor therapy [1]. Gene expression was profiled by RNAseq, at diagnosis and relapse. We used the R package VIPER [2] and the dorothea network [3] to infer TF activities.

3. Results

The analysis of TF activities in relation to the response to IDHi showed that the activity of RUNX1 and CEBPa are linked to the clinical outcome. A Vitamin D metabolic process is found to be enriched in Non-Responders and is currently studied for its link to CEBPa in AML IDHm cell lines [4]. Statistical analyses showed correlation between the activity of RUNX1 and the presence of IDHm in a cohort from an independent dataset [5] where RUNX1 is more active when IDH is mutated. Some other TFs are significantly differentially inactive in Complete remission samples compared to other cases, including SMAD3, FLI1, NFE2L2, whereas the combination of the two TFs FOXA1--GATA3 is found to have higher activity. CEBPA, RUNX1, FOXA1, GATA3 and SMAD3 are associated with differentiation, confirming that leukemia stemness is an important pathway in primary resistance [1]. NFE2L2 is linked to the coordinated up-regulation of genes in response to oxidative stress and seems to also be linked to the Vitamin D pathway in AML [6].

4. Discussion

Co-occurring mutations in RUNX1 and RAS pathways genes, for example, are frequent in IDHm AML cases and studies have already made a link between these genes and response to the treatment [1] but the regulatory network behind that is still unclear. These preliminary results have to be confirmed experimentally and epigenetic analyses using chromatin conformation are in progress to link the regulation of these TF to epigenetic mechanisms that are impacted by IDH mutation. Mitochondrial metabolism is an important pathway of resistance in AML and these results confirmed its close relationship to stemness.
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Identification of LpxC enzyme as a novel drug target against a resistant strain of *Acinetobacter baumannii* by using subtractive genomic approach
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Abstract:
The World Health Organization declared in its report in 2017 a list of microorganisms more critical and priority for research and development of new antibiotics, including *Acinetobacter baumannii*, it is a multi-resistant opportunistic bacteria responsible for nosocomial infections that can be sometimes serious in frail people; it can cause septicemia, pneumonia, and bacteriemia [1]. A Bioinformatics study was conducted on *A. baumannii* to identify a new therapeutic target not yet exploited in antibiotic therapy by using a subtractive genomics approach and to seek new therapeutic molecules by applying the computational methods, i.e. homology modeling, docking, and virtual screening.

The Data of Essential Genes database [2] allowed us to identify 452 proteins essential to the survival of the bacterium. The second step consists of eliminating the redundant paralogous sequences with a percentage of identity >60 by using the CD-HIT server [3], two protein sequences were eliminated and the final number remaining is 450 proteins. The next step is to eliminate proteins homologous to the human proteome, to do this, a comparative analysis of protein sequences was performed by BlastP [4] of the 450 proteins of *A. baumannii* against the human proteome (Taxid: 9606), proteins with a percentage of identity ≤38% are considered non-homologous [5]. 220 proteins were retained. The latter decreased to 164 proteins after eliminating hypothetical proteins (proteins predicted by gene identification tools, but for which there is no experimental evidence [6] and those with an amino acid number <100 since they are not suitable to represent essential proteins [7]. This work was followed by a study based on a manual comparison of metabolic pathways between pathogen and host proteins by the Kyoto Encyclopedia of Genes and Genomes server [8] to identify proteins unique to the pathogen involved only in metabolic pathways specific to it. The final number identified was 17 proteins. Determination of cellular localization by PSORT-B [9] and calculation of molecular weight by the Protein Molecular weight tool, are also important criteria for the identification of therapeutic targets since it has been shown that cytoplasmic proteins having molecular weight <100 are likely to be potential therapeutic targets[10]. The 17 proteins previously identified underwent a protein druggability analysis via Drug Bank [11]. The objective is to identify the percentage of similarity that these proteins share with known target proteins that can interact with existing drugs (high affinity) without modulating their activity [12]. The result provided by this analysis allowed us to identify 8 proteins considered druggable, included the LpxC enzyme. Among these, we have to choose the most appropriate one to establish the virtual targeting. Referring to the literature, and based on several criteria, we could choose the enzyme LpxC, since it represents a potential therapeutic target in other microorganisms [13] and The importance of the vital metabolic pathway in which it is involved "biosynthesis of lipopolysaccharides" [14]. In addition, LpxC presents a cytoplasmic cellular localization and a molecular mass of 30.35 KDa. Regarding the availability of the three-dimensional structure, a search was made using the PDB database [15] to distinguish proteins with a 3D structure already determined experimentally from those with a 3D model requiring the adoption of the concept of homology modeling to build a 3D structure of the chosen target. The result confirmed that the enzyme LpxC presents the most adequate model (PDB ID: 5N8C) with the highest percentage of identity (59%). This leads us to choose the enzyme LpxC, then, building a 3D model using the SWISS-MODEL server [16] and validated by the SAVES server.

The second step of this study, is to perform the molecular docking, to do this, a search in the Binding Database [17] was performed, we could collect 424 chemical compounds that can act on the enzyme LpxC and after performing the screening by the software Autodock (v.1.5.6), we chose the 5 best ligands with the lowest binding energies (Ranging from -7.91 kDa/Mol and -8.54 kDa/Mol) that can be proposed as potential inhibitors including the compound PubChem 70701903 (Belongs to the class of benzamides, antibiotics capable of acting on the enzyme LpxC of *Escherichia coli* and *Pseudomonas aeruginosa* [18]). It has a maximum energy of -8.54 kDa/Mol and it is stabilized by 4 hydrogen bonds near the active site of the enzyme (his240). Predicting the ADME-T properties to obtain more active molecules (leads) and performing a complimentary in vitro study are an asset to validate the obtained result.
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An alternative to the use of synthetic pesticides and antibiotics in agriculture is to spray local plants extracts, in aqueous or essential oil form. To this end, the Knomana knowledge base [1] compiles various knowledge sets on plant use such as the 42000 descriptions of pesticidal plant uses for plant, animal, and public health presented in the literature. As the One Health approach dictates to be aware of the additional uses of these pesticidal plants to prevent their unintended effects on the animal, the human, and their environment, the challenge for the domain experts (e.g. entomologist, pathologist) is thus to identify the pesticidal plants in Knomana considering the One Health approach.

With the aim to present knowledge to the expert using a compact and comprehensive formalism, in [2], we computed the Duquenne-Guigues basis (DGB) of implications on an excerpt of Knomana, in which each plant is described using its taxonomy (i.e. species, genus, and family), to be consumed as food, and to be used in medical care. The DGB method is based on Formal Concept Analysis (FCA) and provides a cardinality-minimal set of non-redundant implications. By considering a reduced knowledge set, this work identified 3 types of knowledge elements in the implications: knowledge on plant use at diverse taxonomy levels (e.g. Plants from Meliaceae family are not consumed as food), plant taxonomy (e.g. A plant from Salvia genus is from Lamiaceae family), and side effect of the knowledge set, e.g. a plant from the Piperaceae family is from the genus Piper. This latter illustration is not in accordance with taxonomic referential and thus informs on the extend of knowledge inserted in Knomana. Moreover, as plant taxonomy is known by the experts, removing it from the implications eases their reading but makes it tacit knowledge.

Implementing this method to select pesticidal plants requires to consider Knomana as a multidimensional (ternary) dataset, and thus to use the extension of FCA devoted to this kind of knowledge discovery, i.e. Relational Concept Analysis (RCA). Therefore, computing the DGB of implications based on RCA provides linked set of implications which includes the existential quantifier. Converting this formulation as practical expression is a need for the domain experts.

This poster describes the product line that formulates Knomana knowledge on pesticidal plants as implications, from which the implicit knowledge elements were removed and the side effects are highlighted to alert the expert. This product line was developed using the library fca4j from Cogui software (http://www.lirmm.fr/cogui/), that provides the RCA based DGB of implications, and using a post-process which differentiates the 3 types of knowledge elements within the implications. As an illustration, this poster presents the implications on Spodoptera frugiperda, a highly polyphagous insect that is close to invade South of Europe. The perspective of this work is to identify pesticidal European plants species that share chemical components similarities with plants used to control this pest in its native area.
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Exploring the transcriptional landscape of gonadotroph tumor microenvironment with single cell RNA-seq
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Pituitary is a small endocrine gland located at the base of brain. The anterior part of the gland produces and secretes several hormones which play important roles in the growth, the development and the functions of numerous organs. Different subtypes of endocrine pituitary tumors exist. While somatic mutations, copy number alterations, cell-cycle dysregulations and epigenetics changes have been identified in most pituitary tumor-subtypes, the transformation and tumor-driving mechanisms in the gonadotroph subtype remain unknown [1]. Here, we want to explore whether the implication of the tumor microenvironment plays a role in gonadotroph adenoma based on its emerging roles as candidate actor and therapeutic target in pituitary tumors [2]. To that extent, our main objective is to characterize the composition and transcriptional landscape of gonadotroph tumors microenvironment through the use of single cell genomics.

To address our objective, we performed single cell RNA sequencing (scRNAseq) on surgically resected gonadotroph tumors. Single cells dissociated from tumors were encapsulated using a chromium controller (10X Genomics) prior to library generation and sequencing. During my internship, I develop a single cell RNA-seq (scRNA-seq) pipeline with conda and snakemake [3] to ensure an automated and reproducible pipeline. The latter comprises three steps: (i) data acquisition (reads quality check, read trimming, demultiplexing and mapping with StarSolo), data cleaning (cells quality check, batch effect correction, and normalization) and cell subpopulation identification both with Seurat.

Here, we aim (i) at optimizing a scRNA-seq pipeline to explore the cellular composition of gonadotroph tumors, (ii) at determining if the microenvironment influences the tumorigenesis or if tumor cells have a genetic origin, and (iii) at pointing out new tumorigenesis factors/biomarkers in gonadotroph adenoma.
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In tumours, cancer cells are surrounded by a diverse collection of immune and normal stromal cells, which have an impact on tumour progression and response to therapy. Quantification of cell type abundance from bulk datasets coming out of tumour biopsies (deconvolution) is one of the most relevant computational approaches for immuno-oncology, as, ideally, it aspires to be a cheaper alternative to single cell experiments, applicable to any kind of omics data. Deconvolution can be classified in (1) supervised, where bulk data as well as prior knowledge are needed to infer each cell type’s abundance; and (2) unsupervised, where some specific expression profiles (components) that define the bulk data are inferred and quantified across the samples[1,2]. Unsupervised deconvolution could potentially quantify the presence of novel cell types/phenotypes, whose expression signatures can be projected onto other datasets. Nevertheless, as components and sources are inferred mathematically, these methods are sensitive to noise, hindering the identification of the source behind the detected components, and thus compromising their usefulness for cell type deconvolution [2].

Using unsupervised deconvolution when accounting for the presence of cell types is a double-edged sword, as biological sources with similar expression signatures as technical noise could be confounded into similar components if the number of components is low. For instance, we replicated Puleo et al. 2018 [3] Independent Component analysis (ICA) and ran several supervised deconvolution methods, showing that the component initially associated with the age of the paraffin block is also consistently correlated with the abundance of Neutrophils as well as NK cells. Here we present a project to study the usefulness of unsupervised deconvolution approaches for detecting the presence of specific cell types over technical and biological noise, by comparing supervised and unsupervised deconvolution methods, and integrating the available metadata over pancreatic cancer samples. In particular using GEM-DeCan [4] for the supervised deconvolution and different unsupervised strategies involving the JADE ICA algorithm [5] on the well known datasets of Puleo et al. 2018 [3], TCGA [6] and ICGC [7]. Altogether we aim to provide guidelines on how to apply existing deconvolution techniques to characterize immune infiltrates which could be potentially useful for novel target discovery, exploring drug resistance mechanisms and performing patient stratification.

Mining novel biosynthetic gene clusters from metagenomics

Léonard Dubois and Nicola Segata

Laboratory of Computational Metagenomics, CIBIO, Via Sommarive 9, 38123, Trento, Italy

Corresponding Author: nicola.segata@unitn.it

By sequencing the whole genetic material present in a sample, metagenomics provides a culture-independent approach to characterize microbial communities. Over the last decade, metagenomic profiling of the human gut microbiome led to the identification of species associated with conditions including several diseases and different lifestyles. As the resolution of metagenomic profiling increases, it is becoming clear that genetic variability within microbial species should be carefully considered as it can explain both microbial phenotypic variability and variable association with host conditions [1,2,3]. While improved computational methods are trying to profile the tremendous conspecific variability of microbial taxa within metagenomes [4], current methods are lacking the ability to identify the most functionally relevant portion of such variability which is frequently due to biosynthetic gene clusters (BGCs) of potential mobile origin [5].

In order to identify BGCs that can functionally explain intra-species variability of members of the gut microbiome and their potential association with host conditions, we developed a new method that de novo identifies them using a combination of intra species strain-level comparative genomics, gene synteny information from reference and metagenome-assembled genomes, and sequence composition features. We applied the new method to profile BGCs of 23 bacterial species across ~9,000 human gut samples. This highlighted the extensive presence of BGCs in the accessory genome of the analysed species. Indeed, we found more than 3,000 BGCs consisting of 6 to 16 genes (10th and 90th percentiles) that are strictly co-present or co-absent and adjacent on the genome. These BGCs are organized in a non-redundant resource that can be used to identify such mobile elements into metagenomic samples. The number of clusters ranges from a few tens to a few hundred per species (up to ~370 for Bacteroides vulgatus) and can represent from 8% to 25% of the gene content of the pangenome of a species.

The functional analysis of the identified BGCs reinforced the mobile nature of most of them as they are enriched for genes involved in mobile genetics elements such as transposases or relaxosome proteins. Moreover, functional analysis also revealed that in some species up to 40% of the clusters contain carbohydrate active enzymes useful for complex sugar degradation (e.g. Ruminococcus gnavus 34.6%, and Bifidobacterium longum 39.8%). Furthermore, the prevalence of specific BGCs varies a lot across conditions and particularly across levels of Westernization. For example, 81% of Prevotella copri vs 4% for R. gnavus’ BGCs are differentially prevalent in Westernized versus non-Westernized populations (Fisher’s exact test corrected p_value < 0.05). Altogether, our preliminary study confirms the ubiquity of BGCs, the possibility of identifying them de novo, and the potential relevance of profiling BGCs in under-characterized intestinal microbial species. We also provide a resource summarizing common BGCs of relevance for downstream analysis and for generation of functional host-microbiome interaction hypotheses.
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1 Introduction

Differential features analysis such as in transcriptomics and proteomics is based on the biological variability between independent samples in each of the two compared groups. Doing differential analysis when one group consists of a single sample, while the second group has several biological replicates, reduces the analyzes to a descriptive level or leads to speculative assumptions based on previous experiences with similar data [1] & [2].

2 Context

This situation is particularly frequent in clinical studies, for example in rare diseases, where sometimes it is not possible to have more than one sample. It also concerns clinical groups formed from heterogeneous diagnoses. Indeed, the criteria used to assign an individual to a disease group could depend on the practitioner’s judgment and experience, which could be somewhat subjective. Even when the diagnosis is based on objective criteria, assigning individuals in groups is not always in line with the biological reality. Thus, same genetic disorder could have two different clinical manifestations, and the same clinical presentation could result from various genetic sources. While heterogeneity of profiles can hardly induce a Type I statistical error, it remains strongly associated with a Type II error; thus homogeneity is essential to reliably conclude. Comparing each patient separately to the control group, determining its profile in terms of differential features, then assigning him to a group, ensure the consistency between patients appearing clinically together. This step could be routinely applied as a preliminary step in differential analysis, where samples are taken from real patients or living ecological entities.

3 Method

We set up a non-parametric approach to infer a deregulation in gene/protein expression when the disease group consists of a single sample while the control group has several. This method is therefore very useful for correctly grouping the patients who have similar clinical manifestations and genetic profile by performing set operations for which we had previously developed and deployed a Shiny application. Statistically, our method is inspired and adapted from existing approaches based on the median of the distribution and the inter-quartile range. A feature is qualified as differentially relevant when it exceeds a relative threshold, which remains parametric taking into account the average variability per matrix expression row.

4 Conclusion

We created our method when working on proteomic data obtained by protein arrays as part of the study of the detection of auto-antibodies in Lupus patients (SLE). We could transpose this method for analyzing RNA-Seq data, one Vs. four samples having highly homogeneous sequencing depths. Comparing the results with the same data being analysed, four Vs. four samples, with the robust approach of limma-trend, common transcripts qualified as differential in both approaches is encouraging. Although still needs some improvement, especially to correct for multiple testing, our approach shows already good results.
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Abstract

In eukaryotes, the nucleus controls organelle gene expression at every post-transcriptional step, relying almost exclusively on nuclear-encoded proteins that are imported into the organelle and bind to their RNA target in a sequence-specific manner. Evolution of these RNA-binding proteins, together with the network of their RNA targets, is instrumental in the response of eukaryotic organisms to environmental changes.

In photosynthetic eukaryotes of the green lineage, the RNA-binding proteins involved in the nuclear control of chloroplast gene expression belong mostly to the PPR (pentatrico-peptide repeat) and OPR (octatrico-peptide repeat) families of alpha-solenoid proteins [1], which harbor 35 residue- (PPR) or 38 residue- (OPR) tandem repeats, each consisting of a pair of antiparallel alpha-helices. As expected from their evolutionary role, the PPR and OPR repertoires are remarkably diverse between organisms, with land plants containing more than 400 PPRs [2] and a few OPRs, whereas the microalga \textit{Chlamydomonas reinhardtii} encodes only 14 PPRs [3] but as many as 127 OPRs [4], some of them possibly acting as endoribonucleases [5]. The evolution of these repertoires in terms of gene gain and loss likely reflects their genetic adaptation to different lifestyles or ecological niches.

Here we present two approaches for annotating alpha-solenoid proteins targeted to the chloroplast and the mitochondria using a semi-automated pipeline. The first approach retrieves candidate proteins with known OPR and PPR motifs using a profile-based similarity search, while the second approach selects candidate proteins likely to adopt an alpha-solenoid fold with key characteristics of OPR and PPR. This work will facilitate further investigations of the evolutionary history of alpha-solenoid proteins that are potentially involved in the regulation of organelle gene expression. Observed sequence variations will also allow us to better understand the determinants of their RNA affinity and specificity through physical-chemical and modelling studies.

Applied to Archaeplastida our method efficiently retrieves known OPR and PPR proteins, as well as TPR proteins and identifies new candidates. Results of the method applied to Diatoms will also be presented.
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1. Introduction

Characterization of microbial communities with omics technologies shed light to powerful biomarkers for diagnosis and prognosis in human health [1]. In particular, shotgun metagenomics allows a highly precise microbiome profiling. Indeed, prediction of phenotypic features, such as clinical status or disease states can help to stratify patients which is the first step toward precision medicine. Many machine learning (ML) methods have been developed to tackle classification and regression problems yet statistical specificities of metagenomic data make difficult the learning task [2]. In the present work, we compare the commonly used ML methods on a quantitative metagenomics dataset.

2. Methods

We developed a workflow in R to browse and compare ML methods for classification or regression implemented in the caret package [3]. A table where microbial features (species, functions, metabolites) are quantified across a set labelled samples (e.g: control/disease) is taken as input. Then, the selected models are trained and evaluated with repeated 10 fold cross validation. Each model is trained 100 times with different random splits. The Activeon Proactive workflow engine was used to efficiently distribute the computing load on multiple servers. The code is available upon request.

3. Results

We applied our workflow on a dataset where the fecal microbiota of patients with cardiovascular diseases is compared to healthy controls using shotgun metagenomics. Each model was tested on regression or classification problems, expected to be easy or difficult to predict. We compared the models with several indicators including predictive performance (F-score, $R^2$), stability across iterations and computational resources consumption. We also explored the impact of common preprocessing steps to remove non informative variables (near zero variance features, linear combo, etc.). We observed that a wide range of common methods show similar predictive performance (svm, pls, glm, rf, etc.) although some can be very slow (pls). Finally, the choice of the best model may be guided by other criteria like the interpretability that can give insights in the underlying biological hypotheses in order to provide insightful medical decisions.
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MethMotif 2022: An update of the transcription factor binding motifs database that integrates tissue-specific features and DNA methylation profiles
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The first release of our MethMotif database [1], an integrative cell-specific database of transcription factor (TF) binding motifs coupled with DNA has clearly shown how transcription factor binding site motifs are cell-specific and dependant to DNA methylation profiles. To facilitate cistrome/methylome data analysis and integration, we developed TFregulomeR, an R-library that combined an up-to-date compendium of ChIPseq and whole-genome bisulfite sequencing datasets [2]. These resources provide a novel framework that opens a new avenue for large-scale and multi-dimensional integrative analyses which has been proven to be useful to determine context-specific TF partners and to brought to light TF’s cell-specific functions. Using TFregulomeR, we expanded the range of information available in the new release of MethMotif by listing a breakdown of context-specific TFs’ co-factors and ontology terms of gene targets. Using our toolbox, we have shown that TF’s target ontologies can differ notably depending on their partners, making the 2022 release of Methmotif (methmotif.org) the first TFBS database that incorporates context-specific position weight matrices coupled to epigenetic information and context-specific TFs’ function. In this new release, we introduced Forked-Position Weight Matrices and Forked-Sequence Logos to better portray TF dimers at the DNA motif and methylation levels. These new representations better depict TFBS of a TF of interest connected to its segregated list of partners and improves PWM models of dimerized TFs, to enhance TFBS prediction power. Ultimately, this toolbox aims to facilitate the analysis of the consequences of epigenetic aberrations (DNA methylation) seen in diseases such as cancers. Overall, this update turns MethMotif into an integrative TFBS database with a diverse set of regulatory element analysis tools accessible to a broad audience.
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Transcription regulation is an important cellular process. Specialized proteins, called Transcription Factors (TF), bind on short, specific, DNA sequences to regulate the expression of nearby genes. The sequences recognized by a TF in the vicinity of different genes are not identical, but similar. One captures the similarity of those binding site in different representations, which are generally called motifs. The most widely used sort of motifs are Position Weight Matrices (PWMs) (also known as a position-specific weight matrix (PSWM) or position-specific scoring matrix (PSSM)). A PWM is built from a multiple alignment of observed binding sequences and capture the observed variation of nucleotides at the different positions. Several databases (JASPAR, TRANSFAC, etc.) collect PWMs for known TFs. Those PWMs are used to scan new DNA sequences to find putative binding sites and possibly to annotate them. In the case of complete genomes, the scanning procedure for many PWMs may last a long time \cite{1}.

PWMs assume that the distinct positions of the binding sequence are independent of each other. However, several studies have observed that a mutation at a given position influences the probability of mutation at neighboring positions. To overcome this limitation of PWMs, Kulakovskiy et al. have proposed a more complex sort of motifs, called di-PWMs, which model the frequency of occurrence of dinucleotides in the binding sites (instead of mononucleotides for PWMs) \cite{2}. Their studies show that di-PWMs improve in sensitivity compared to PWMs, and thus produce less false positives when scanning a sequence.

Our aim is to design new search algorithms for di-PWMs, either online or offline, and to implement them. Our online scanning algorithm computes a partial score for some positions in the current window, and estimates the maximum achievable score for the whole window. If this score does not match the user defined threshold, the window can be discarded. Our offline approach works in two steps. As for read mapping, the genome is first preprocessed to produce an index data structure. Then, for any given motif and a threshold score, we enumerate potential matching words (i.e. words whose score lies above the threshold) and search their occurrences in the index in optimal time. The difficulty is to design an efficient enumeration algorithm. Such an approach was developed for PWMs in the MOTIF software \cite{3}. If time suffices, we plan to compare experimentally our implementations to that of an existing search tool for di-PWMs, called SPRY-SARUS (github) \cite{1}.
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High throughput multi-omic cancer studies have led to well-defined molecular classifications accounting for inter-patient variations. Current understandings of cancer biology and corresponding therapeutic strategies are based on these classifications. Nevertheless, these findings only reflect the most abundant tumor subtype in the examined sample, thus neglecting the fact that cancers consist of cells with different identities and origins (cell heterogeneity).

Here we propose to take advantage of recent advances in multi-omic high throughput sequencing technologies to study how the gene expression of ‘pure’ tumor cells specifically contributes to the regulation of the immune microenvironment. We designed a novel method and a corresponding R package, named RiTMIC (RegulatIon of Tumor MICrovenvironment). First, we reconstitute a surrogate differential expression matrix specific to tumor cells, at the patient/individual level, using a reference free deconvolution algorithm (EDec [1]) and a personalized differential expression approach (PenDA [2]). Second, we statistically infer which genes are involved in the regulation of the microenvironment composition. Using a realistic benchmark of simulated pancreatic tumor, we demonstrated that RiTMIC achieved high specificity and sensitivity to detect tumor-specific genetic regulation of immune cell fractions. We are currently applying our pipeline on several independent cohorts of non-small cell lung cancer to validate the method in real pathological context.

Reconstitution of gene expression specific to pure unmixed tumor cells, in each individual sample, should allow us to unravel currently hidden genetic regulators of tumor composition. These results will contribute to interrogate and revisit current tumorigenesis understandings, in the light of genetic models accounting for tumor heterogeneity.
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To compare multiple genomes, a linear reference genome was often used as a coordination system to describe genes, variations and other functional annotations across individuals. However, this single reference was shown not to be sufficient to grasp every existing genomic variation such as copy number variations (CNV), presence/absence variations (PAV) or more general structural variations (SV) [1]. To overcome this limitation, the concept pangenome composing a core-genome and a dispensable genome was applied to investigate a group of genomes [2]. Graph-based data model generated by incrementally incorporating genome-to-graph alignment information was one of the novel approaches to represent pangenome information [3]. Here, we propose a Julia package to extract the longest representative path from a pangenome graph that are usable for available tools working with linear reference genome while conserving the additional information provided by a graph.

Considering the pangenome graph as a simple directed graph $G = (V,E)$ with set of vertices $V$ (non-repetitive DNA sequences among individuals) and set of edges $E$ (directed linkage between two sequences). The longest representative path is defined as either the path containing the greatest number of base pairs or the path containing the most common vertices among individuals. In both cases, we have to find the longest path from one vertex in set $S_1$ - the set of all source vertices to one vertex in set $S_2$ - the set of all sink vertices knowing that all vertices in the graph having a weight value equal either the length of the DNA sequence or the number of individuals having this DNA sequence, correspondingly. We construct a Linear Programming model to select the path having maximal weight value satisfying these following constraints: (1) the edges must be existed in the edges of graph $G$, (2) only one edge is outgoing from the set of source vertices, (3) only one edge is incoming to the set of sink vertices, (4) there is at most one incoming edge for all vertex, (5) if there is an incoming edge, there would be an outgoing edge for all vertex. These ideas were implemented in the package BioGraph, which is able to access at https://github.com/nguyetdang/BioGraph.jl

We used minigraph to generate a pangenome graph of 12 near-gap-free reference genomes sequences 12 subpopulations of cultivated Asian rice [4] and the common reference Oryza sativa Nipponbare acting as the first genome. The longest representative path were extracted from the graph using BioGraph. In both cases, the size of the longest path is approximately 100 MBs more than the size of Oryza sativa Nipponbare reference. Based on the rank of the graph, this Julia package also separates sub-graphs having other cultivated Asian rice as the first genome which can be used later to access information that are not available in the reference. In this case, all of these computations were optimized to run parallel in less than 10 minutes.
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Biomedical data are very heterogeneous (i.e., different kinds of omics data) and high dimensional (i.e., a large number of variables compared to the number of individuals). Data complexity dealt with different structure: for example, the same individuals but different groups of variables or modalities. This structure is called "multimodal". Its analysis is possible for clinicians thanks to RGCCA [1, 2, 3] (a generalization of canonical correlation analysis). The RGCCA statistical framework includes a set of multivariate analysis methods for a single (PCA; principal component analysis), two (e.g., PLS; partial least squares analysis), or multiple data sets (e.g., RGCCA). The algorithm will maximize the correlation between each modality to understand the relationship between individuals. Similar to PCA, RGCCA will reduce this set of matrices into a consensus space of a small number of synthetic variables also called "the components of the analysis".

Galaxy can be defined as a public platform, a database of omics data analysis tools that a user can connect to each other through custom pipelines [4]. We have developed a simplified, user-friendly interface for the RGCCA available on the Intergalactic Utilities Commission's European Galaxy server (https://usegala.eu/). After uploading the quantitative data matrix, the analysis can then be directly launched and automatically visualized through several synthetic graphical outputs. For users more familiar with the RGCCA, an "advanced mode" allows them to adjust the analysis parameters and those specific to visualization. With this tool, the clinician can identify the variables in each modality that are most correlated to the first two components (or axes) of the analysis on a "corcircle" (e.g., transcriptomic, metabolomic, etc.) [5]. These sets of potential biomarkers can potentially be associated with a clinical response or groups of patients in the same representation space. These main outputs of the software (e.g., metabolomic or transcriptomic fingerprint) can then be reused by other tools in ad hoc workflows (e.g., pathway or gene set enrichment).

Our team is currently working on the functionalities of the next R package: prediction/cross-validation, taking into account the temporal dimension, missing values, etc. A shiny version is being distributed to our partners (https://github.com/rcca-factory/RGCCA/tree/3.0.0/inst/shiny). These interfaces will allow clinicians to explore their data with a certain number of methods that will be directly accessible to them.
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Mediation analysis is a statistical tool for understanding the relationships between two variables, through the inclusion of mediation variables on the causality path. Since its development in the 1980s, it has been widely used in medical and biological research. The emergence of high throughput sequencing methods has led to the use of mediation models in epigenetic studies, for example, to estimate the causal role of DNA methylation in health outcomes linked to environmental exposures. Several high-dimension mediation methods have been developed to estimate indirect factors on given phenotypes; however, to date, there is no method that makes consensus. We searched to estimate the impact of environmental effect on a specific phenotype via DNA methylation.

To estimate the impact of environmental effect on a phenotype via DNA methylation (DNAm), we compared the speed and accuracy of five high-dimensional mediation methods found in literature: HIMA[1], Tobi[2], HDMT[3], SBMH[4] and ScreenMin[5], as well as one developed in our group, Max2. Mediation methods use regressions models, the most common are based on the methods for estimation cell composition: RefFreeEWAS[6] or Refactor[7]. We have compared their accuracy to the latent factor mixed model (LFMM)[8]. All comparisons were made by simulating CpG methylation data in a cohort of n = 500 patients, with 3 confounding factors and 6 cell types. For each method, we ran 12 simulations, varying 3 parameters: the environmental effect on the methylation level (0.2 or 0.4), the effect of the methylation level on the phenotype (0.2 or 0.4), and the number of mediators (8, 16, or 32).

From the six mediation methods tested, Max2 showed the shortest time of execution. HDMT and Max2 had the best F1-scores regardless of the strengths of environmental effects on DNAm levels and of the effects of DNAm levels on phenotype. Tobi’s method also reached a good F1-score when the environmental effect on methylation is low and the effect of methylation on phenotype is strong. In addition, the methods with the higher F1-scores increased their F-score with more mediators. Regarding regression models, LFMM was the best performing method in terms of F1-scores and allows to better estimate confusion factors; the Refactor method obtained the lowest F1-score. In conclusion, our comparisons of 6 high-dimensional mediation methods and 3 regression models showed that LFMM regression coupled with the Max2 for mediation obtained the best results in terms of accuracy and speed.
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1. Introduction

Whole-genome duplications (WGDs) are evolutionary events that result in the doubling of a genome. Gene deletions then gradually return the gene content to a diploid state for most of the genome, leading to complex gene families where orthologs and paralogs are difficult to identify reliably. The SCORPiOs pipeline was developed to correct phylogenetic gene trees at duplication nodes corresponding to a WGD event using local syntenic context [1]. However, this approach was only tested on vertebrates to correct nodes corresponding to the Teleost fish WGD. While WGDs are rare in vertebrates, they are especially common in angiosperms, among which many lineages exhibit multiple rounds of polyploidization [2]. Here we apply the SCORPiOs approach to correct for a specific WGD event in plant genome evolution which took place ~55 Ma years ago in Papilionoideae, the legume subfamily associated with nitrogen-fixing bacteria.

2. Methods

Data preparation. Gene phylogenies, alignments, and coordinates for 96 plant species were downloaded from Ensembl Plants v.49. Genome continuity metrics such as scaffold number, N50, and L70 statistics were calculated for all genomes and used for the selection of the most appropriate WGD. The Papilionoideae WGD event was chosen for analysis. 7 Papilionoideae species constituted the duplicated group, and the Prunus persica and Cannabis sativa genomes were used as outgroups. Gene trees were filtered to select for duplicated and outgroup species genes and reconciled with TreeBest to label the duplication nodes. This set represents a total of 24,524 gene trees, 10,879 of which can be corrected (>2 genes, at least 1 outgroup gene).

Correction of gene trees. SCORPiOs was run on the dataset with default parameters. Sliding window size of 15, 20, 25 neighboring genes for determination of synteny similarity was tested as well as different outgroup(s): Prunus persica only, Prunus persica + Cannabis sativa.

Evolutionary categorization of duplicated families. Papilionoideae gene families (defined as subtree(s) in a given gene tree with the root node in Papilionoideae) were classified into three categories with respect to their fate after the duplication: genes retained on two branches after the WGD (in two or more copies) across all descendant species (“systematic ohnologs”), genes found on a single branch in all species (“singletons”), and genes retained on two branches in at least one species but not in all (“facultative ohnologs”).

3. Results

Trees correction by SCORPiOs. Utilization of the sliding window of 20 genes and 2 outgroup species proved to correct the largest number of gene trees (1130 trees). With these parameters among 14,048 families tested, SCORPiOs identified 3371 (24%) synteny-inconsistent families and was able to correct 1322 (39%).

We then analyzed the set of 10,879 gene trees (corrected and uncorrected) and assigned evolutionary categories to 14,798 families. We classified 66% of families as singletons, 23% as facultative, and 11% as systematic ohnologs. After correction we found a considerable change in the counts of different categories - the number of families classified as systematic and facultative ohnologs increased by 32% and 89% respectively and the number of singleton families decreased by 32% compared to the counts in original trees.

Conclusion. The application of SCORPiOs on the Papilionoideae WGD resulted in the correction of 1130 gene trees and an increase in ohnologs counts, consistent with the results reported for vertebrates [1].
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With its ability to reveal both altered gene expression levels and the production of aberrant transcripts, RNAseq is popular in the field of precision medicine. An increasing number of clinical trials uses this technology in order to discover functionally relevant alterations. Driven by myriads of projects, public RNAseq databases are exploding, to date, there is over 164,000 RNA-seq on SRA for human. This huge body of publicly available RNAseq libraries is a precious resource to identify specific transcriptional events. However, the challenges lie in the complexity of RNA biological content and the exponential increase in data volume. We want to make RNAseq data easily accessible, providing a capture of the whole transcriptome complexity, in the context of biological and human health applications. Therefore, we developed a new framework based on a k-mer approach, constructed with several modules: 1/ a new RNAseq indexing structure that will serve as an efficient platform to request any transcribed information, 2/ a complete module to generate unique k-mers as signature of transcripts, 3/ a supporting web site to facilitate the queries for the biologists. The indexing step uses Reindeer, a new k-mer based indexation structure. To our knowledge, it’s the first method capable of performing fast mapping-free quantification of variant transcripts in thousands of RNAseq libraries [1]. The methodology is already efficiently implemented for several biological applications based on public datasets (from ten to thousand of RNAseq corresponding to 100Go to 10To of raw data). The k-mer designing module uses Kmerator, a tool developed to extract specific k-mers (https://github.com/Transipedia/kmerator) [2]. Finally, the web application is already available to facilitate large RNAseq datasets queries by the biologists with their sequences of interest as input (fasta format). Concerning biological and medical applications, we already requested and identified in selected public datasets, genes co-expressions, tissue specific biomarkers, as well as tumor specific signatures comparing normal and tumoral samples. In perspectives, advanced Machine Learning approaches could be tested and combined with our k-mer based framework, in order to select the best signatures and to improve diagnosis and prognosis models in human health.
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Publicly available human RNA-sequencing (RNAseq) datasets are precious resources for biomedical research. Indeed, RNA-seq is widely used to identify actively transcribed genes or any transcribed alterations, and quantify gene or transcript expression. RNA-seq analysis also substantially contributes to our understanding of the processes involved in human disease. Then, the need for tools enabling fast and specific quantification of candidate sequences in large RNA-seq datasets is more and more required. Lately, approaches relying on k-mers from raw sequencing files have emerged and are used for the query of transcriptomic data. We therefore developed tools based on a k-mer approach (Riquier et al, 2021; https://github.com/Transipedia/kmerator) that propose a new way to explore RNASEq data and can be used for fast and in-depth exploration of transcriptomes.

In this context, we focus on tumor microenvironment measures in cancer patient cohorts. Indeed, many studies characterizing the tumor microenvironment have been published as well as prognosis associations of tumor immune and stromal response measures. However, the proposed gene signatures are generally very large and shared by different cancer types. Collection of signatures adapted to a specific tumor are often lacking, particularly in hematopoietic malignancies. Moreover, the quantification of relevant microenvironment markers can give a score of the tumor contamination that is a crucial parameter for further analysis on primary cancer biopsies.

We then propose a workflow to select relevant candidate signatures specific for one cancer type. In a first step, the tumor microenvironment known genes/transcripts were submitted to Kmerator tool [1] to design their specific k-mers, and the RNA-seq cancer patient cohorts are indexed with the Reindeer software [2] which enables an ultra fast k-mer counting. Then, the workflow we propose identifies biomarker candidates in the dataset with: 1) a feature selection step where we both remove the non-expressed genes, with several possible selection criteria, and the overlapping genes present in the tumor itself by using appropriate cancerous cell lines, to retain only the non-tumor candidates of the microenvironnement, and 2) a more refined genes selection, by showing the effect of several chosen selection approaches, on the patients clustering. Several published microenvironment gene signatures could be easily quantified and compared. Finally, our objective is to support the framework with Machine Learning process in order to propose biomarker candidates for specific cancer predictions and to extend the workflow to other applications such as tissue specific biomarkers selection.
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Introduction. Giant cell arteritis (GCA) is the most common form of vasculitis in people over 50 years old and can lead to serious complications, such as permanent visual loss, if undiagnosed in a timely manner [1]. Appropriate therapy can make GCA controllable and prevent complications. However, current treatment options are very limited and comprise mostly the use of glucocorticoids. Better understanding of the molecular and genetic mechanisms in GCA is still needed in order to discover novel pathogenic pathways that could be therapeutically targeted [2]. This study aims at using RNA-Seq dataset generated from GCA positive biopsies to identify candidate pathways, by exploring transcripts associations with inflammatory infiltration patterns previously described and validated in GCA patients [3, 4], and by performing pathway analysis for lists of statistically significant transcripts.

Materials and Methods. The cohort used in the study comprises forty-one patients (25 women & 16 men) selected from the UK GCA Consortium. All the subjects underwent temporal artery biopsy (TAB) resulting in positive GCA diagnosis, and were subsequently admitted for treatment. Various clinical variables, such as symptoms, comorbidities, drugs taken during treatment, etc., were collected for each patient. A serial section of the biopsies was conducted, followed by scoring for twenty-one features with a research interest in GCA. The remaining biopsy slides were used for RNA extraction, and then sequencing using the NextSeq500 Illumina System. All statistical testing was performed using the non-parametric Mann-Whitney-Wilcoxon test and False Discovery Rate was used for multiple testing correction.

Results. A series of downstream analyses was performed using the gene expression dataset along with clinical and histological variables. These analyses aimed in particular at assessing the influence of confounding factors, such as sex, age and the duration of steroid treatment, on gene expressions profiles and examining the associations of transcripts levels with histological and clinical phenotypes. No clear confounding influence of patients’ age or steroid treatment duration was found, however, from the clinical perspective, such effects were felt to be very likely to occur, therefore this aspect will be further investigated in the extended dataset. Some confounding effects of gender were observed and they were found to be secondary to inclusion of the sex chromosomes. Statistical testing for associations with histological features revealed statistically significant lists of transcripts (i.e. after multiple testing correction) for the following variables: “Giant cells presence”, “Inflammation in intima”, “Inflammation in adventitia” and “Inflammation in media”. Preliminary functional enrichment analysis, using the lists of statistically significant results for different features, was performed and these results will to be soon evaluated and further explored.

Future work. This work is an ongoing study and makes one part of the PhD project of the corresponding author. The current cohort of 41 samples will be extended to include 96 supplementary samples which will significantly increase statistical power of the study. Additional methods for pathways analysis and evaluation of its results will also be implemented. Moreover, within the other part of his PhD project, genome-wide association study is being currently undertaken to explore the associations in GCA from genetic perspective.
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Abstract

Transposable Elements (TEs) are genetic elements that are able to multiply within their host genome. They are ubiquitous and can represent over 90% of a genome [1]. Due to their repeated nature and length (from 100bp to more than 10kb), the use of short-reads does not provide efficient TE calls to study the TE insertion genomic localization and then the TE dynamics [2]. Long-read sequencing technologies offer the unprecedented opportunity to detect with precision the position and estimate with accuracy the allele frequency of newly integrated TEs in long-read data. Few computational tools have been developed to detect TE insertions in long-read sequencing data. They all use mapping-based approaches. After the mapping of the long reads on reference genome sequences, they launch variant calling tools such as Sniffles. However, none of these approaches return accurate TE calls with low quality reference genome sequences. As the assembly process is still a challenge, we present here Transposable Element MOnitoring with LOngReads (TreMOLO), a computational tool that uses long-read sequencing to detect recent TE insertions combining assembly and mapping-based approaches. TreMOLO could detected most of the TE insertions using high or low quality reference genome and for TE insertions at high or low frequency. We assessed the veracity of TreMOLO by performing a comparative study with the other computational tools available. The TE insertions detected and the frequency estimates were experimentally validated. We also analyzed the TreMOLO results by testing several datasets with variable quality and from diverse taxons (drosophila, plants and human). Taking together, TreMOLO appears as a good computational tool to study with accuracy the dynamics of TEs (cf. poster TreMOLOdyn #128).

References


Phylogeny of *Meloidogyne incognita* populations associated with *Malpighia emarginata* in the northeastern region of Brazil

Francisco J. C. SOUZA JUNIOR, Mayara C. ASSUNÇÃO and Jaime C. SANTOS NETO

1 Nematology Laboratory, Federal Rural University of Pernambuco, Department of Agronomy, Dois Irmãos, 52.171-900, Recife, Brazil

Corresponding Author: jorgesouza@alu.ufc.br

The acerola tree is one of the main fruit trees in Brazil, with a cultivated area of approximately 10,000 hectares in this country. Among the main phytosanitary problems of the crop, the attack of *Meloidogyne* nematodes stands out as one of the most important, due to the damage caused to the roots, impairing the absorption of water and nutrient and causing losses in productivity, in addition to most varieties are susceptible. The objective of this work was to identify *Meloidogyne* species associated with acerola tree. The collections were carried out in aceroleira orchard (8°1'4''S 34°56'44''O, elevation 20 m) in the municipality of Recife, located in the Metropolitan mesoregion of the State of Pernambuco, between September 2019 to March 2020. The procedure for extracting nematodes from soil and root samples. For molecular characterization, three fragments of ribosomal DNA (rDNA) were sequenced (D2-D3 region of 28S rRNA, ITS and 18S rRNA) and two regions of mtDNA (coxI and coxII-16S). Bayesian inference (BI) was used for phylogenetic reconstruction. In total 72 isolates of *Meloidogyne* spp. Were obtained, in preliminary analysis they were separated into 2 different haplotypes (H1-H2), 60 were represented by the haplotype (H1) and the sequences were grouped in *Meloidogyne* sp. 1 CN0007. Twelve isolates represented by the haplotype (H2) were separated for *Meloidogyne* sp. 2 CN0008. A total of 2 isolates representative of the haplotypes were chosen for sequencing the remaining locus and subsequent analyzes. *Meloidogyne* isolates of *M. emarginata* were identified in a single species, according to the GCPSR criterion. The two isolates CN0007 and CN0008 were grouped with the *M. incognita* clade with maximum support in multilocus BI analysis. The *Meloidogyne incognita* species was identified associated with the aceroleira culture in an orchard located in the city of Recife in the state of Pernambuco, Brazil. The presence of this species of nematode in aceroleira production areas confirms the damage caused by the parasitic action of this etiological agent, requiring the adoption of management measures to keep *Meloidogyne* populations below the level of economic damage.
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1 Introduction

ADAMTS and ADAMTS-like proteins are involved in microenvironment remodelling and are now considered as new potential therapeutic targets in numerous diseases. However the characterisation of these proteins is still under progress and it is necessary to develop new approaches for their functional annotation [1]. The high number of genes, the multi-domain structures of the proteins and the lack of experimental data challenge the conventional approaches used for protein functional characterization. We propose here a new method adapted to multi-paralog and multi-domain protein sequences based on module decomposition and phylogenetic inferences, in order to identify functional protein regions. Our purpose is to identify conserved modules (i.e. a set of ungapped conserved sequence regions, shared by at least 2 sequences) and to characterise the function (i.e. protein-protein interaction) associated to these conserved modules, while dealing with phylogenetic uncertainty and sparse knowledge as best as possible.

2 Methods

Our method is based on two of the most widely used methods for functional prediction, namely the sequence conservation and the phylogenomics inference. The principle of our method is to segment without a priori protein sequences in modules, then to infer protein-protein interactions (PPI) in parallel of conserved module phylogeny, and to integrate both on a common gene phylogeny. This method combines and integrates multiple phylogenetic inference strategies : 1) gene phylogeny inference, 2) ancestral modules composition inference using Domain-Gene-Species (DGS) reconciliation [2] and 3) inference of function (using ancestral scenario reconstruction [3]). The final pipeline allows us to identify changes in module composition occurring at the same time than protein-protein interactions. We hypothesize that, during evolution, the modules gained at the same time than a protein-protein interaction might be implicated in this interaction.

3 Results and Perspectives

This new strategy is implemented as a pipeline allowing to correlate the conserved sequence modules and the functions evolution in order to identify the co-appearance of conserved modules and functions. Applying this method to ADAMTS-TSL proteins permits us to retrieve a region of the protein previously known to be involved in COMP-ADAMTS7 [4] protein-protein interaction (PPI) but also new modules that co-occur with the gain of this PPI but were not previously known to be involved in this function.
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1 Introduction

We are at a time of considerable growth in the use and development of in silico researches. A typical example of this could be differential expression analysis, that generates gene lists from large datasets and complex designs which require increasingly higher computing capacities and expertise. However, trained or qualified personnel is not always available in experimental laboratories, to carry out this processing from raw data to meta-analysis. In this way, biologists involved in the experiments may lose versatility and control of their results because they are unable to explore them to their fullest extent easily on their own.

Despite the undeniable development of software applications over the years, there is still room for improvement; in particular, to make these tools more accessible to non-experts in the field of bioinformatics. This implies also a commitment of appropriate maintenance and extensive customization as well as clear export options of the results, still lacking in this area.

Therefore, we have developed an intuitive and user-friendly web application in shiny R, which generates a complete set of figures and tables, accessible and personalizable for users who are not bioinformatics specialists. It is based on a wrapper of several databases temporally updated (such as Gene Ontology (GO), Kyoto Encyclopedia of Genes and Genomes (KEGG) and Gene Set Enrichment Analysis (GSEA) computational method gene sets) as well as various functions to visualize results obtained with distinct statistical approaches.

Multiple inputs may be used to run the application covering a range of data types. Depending on the complexity of the object entered, the app is able to extract different elements and produce several results. Thus, from a simple 'Gene List' it can obtain the gene names to perform the enrichment analysis. If statistical values are added to the list as extra columns, the application may extend the analysis to many statistical plots that imply knowing the p-value or fold-change of each gene.

By adding a raw 'Expression Matrix' file and a 'ColData' table with the information corresponding to the samples (such as the group to which they belong, sex, age...), the application calculates the genes differentially expressed and the statistics with the design according to the column of choice and extract preliminary plots and tables related to these values. It will also perform enrichment analysis results. Finally, if a 'DESeq2 object' is entered, which already contains the differential expression information, all figures and tables mentioned before are available, without any calculation from the app.

With this web application, we expect to offer in an intuitive and simple way for unskilled users, a complete set of figures, tables and results related to differential expression and enrichment analysis across different databases and functions. It aims to incorporate into a single software complex analyses that would require substantial processing in diverse tools to not experienced bioinformatics users.

The set of applications is accessible at http://shiny.imib.es/entryApp/ and the code is freely available on github.
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The BioInformatics and Genomics (BIG) platform of Institut Sophia Agrobiotech (ISA: INRAE - CNRS - Univ. Côte d'Azur) offers expertise in bioinformatics and solutions for processing, integrating, analyzing and visualizing multi-omics data in the field of plant health and protection. The BIG platform is part of PlantBios (Biocontrol and Plant Biostimulation, Facilities and Expertise), labeled as a collective scientific infrastructure by INRAE. PlantBIOs offers equipment and expertise for studies ranging from gene level to the whole agroecosystem scale with analytical tools (Imagery and Microscopy, Biochemistry and Mass Spectrometry, Bioinformatics and Genomics), experimental tools, and collections of rare biological resources.

Since the end of 2020, BIG has been an IFB contributing platform. The core of the BIG platform is composed of three bioinformatics engineers: Martine Da Rocha (from INRAE), Arthur Péré (from INRAE) and as operational manager Corinne Rancurel (from CNRS). The core is complemented by a scientific advisor: Etienne Danchin (INRAE senior scientist).

BIG has a main expertise in comparative genomics, transcriptomics and molecular evolution. More recently, BIG has been involved in epigenomics, small RNA as well as metagenomics studies. The tools and resources produced by BIG are made available to the scientific community (website, forge and integrative portals) and can address similar problems encountered in other research areas. For instance, the Alienness tool, which allows rapid detection of candidate horizontal gene transfers in genomes has been used 1019 times by 132 different users and the corresponding paper [1] (Rancurel et al. 2017) has already been cited 22 times, since its launch in August 2017.

In addition to methodological developments, the platform offers support and training to biologists in the use of bioinformatics tools and pipelines, including the one developed by BIG itself.

The BIG platform is open for collaboration and can be contacted at the following e-mail address: spiboc.big@inrae.fr

This web page summarizes the activities and organization of the BIG platform: https://www6.paca.inrae.fr/institut-sophia-agrobiotech/Infrastructure-PlantBIOs/Equipements-Ressources-biologiques-et-Expertises/Plateau-de-bioinformatique or http://tinyurl.com/y9qkho4v
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Large-scale genome sequencing and the increasingly massive use of high-throughput approaches produce a vast amount of new information that completely transforms our understanding of thousands of microbial species. However, despite the development of powerful bioinformatics approaches, full interpretation of the content of these genomes remains a difficult task. To address this challenge, we develop the MicroScope platform, which is an integrated Web platform for management, annotation, comparative analysis and visualization of microbial genomes (https://image.genoscope.cns.fr/microscope) [1]. The platform enables collaborative work in a rich comparative genomic context and improves community-based curation efforts.

Launched in 2005, the platform has been under continuous development within the LABGeM team at Genoscope. MicroScope provides analyses for complete and ongoing genome projects together with metabolic network reconstruction and transcriptomic experiments allowing users to improve the understanding of gene functions. Besides automatic functional annotations, we integrated several tools to analyze a wide range of biological systems (antibiotic resistance, virulence, secondary metabolites, integrons, secretions systems, CRISPR-Cas clusters...). Particularly, tools from the PPanGGOLiN software suite (https://github.com/labgem/PPanGGOLiN) allows users to analyze panogenomes from several hundreds of genomes of the same species and to explore their content in regions of genomic plasticity [2, 3]. The platform also has extensive functionality to explore and compare metabolic pathways.

MicroScope platform is widely used by microbiologists from academia and industry all around the world for collaborative studies and expert annotation. To date, Microscope contains data for >14,500 microbial genomes, part of which are manually curated and maintained by microbiologists (>5,400 user accounts in March 2021). The platform is also a useful resource for academic training.

This poster gives an overview of the platform and its evolution and presents new methodologies and tools already integrated or currently being developed.
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1 Biogenosis

Biogenosis is a French start-up from the region of Rouen\(^1\), founded in January 2021 by Lysiane Hauguel and Benjamin Bourgeois. This start-up was admitted, as of 12 may 2021, to Normandie Incubation’s incubator.

In the world of science and research, researchers and scientists are confronted with large amounts of data and information that they just can’t manage or exploit easily alone. That’s where we, bioinformaticians, intervene, helping in the process of analyzing data.

Bioinformatics being a new area the low number of bioinformatic engineer doesn’t meet the ever-growing demand.

Unfortunately overworked bioinformatic engineers leads to scientists analyzing data by themselves, often using methods and softwares that are not best suited for their data at the expense of quality, reproducibility, time, money and effort.

Our goal is to provide custom-built bioinformatics, user-friendly tools that will allow biologists to work efficiently without the need to ask for bioinformatician’s support.

With their cleaned, simplified and user-friendly interface, our tools are state of the art, making the access and visualisation of omic data easier than ever. Our tools also allow biologist to conduct bioinformatic analysis routine (alignment, variant calling, various samples comparisons etc ..)

2 Biogenosis Data Analyser

Biogenosis Data Analyser is the tool that we are developing in partnership with a research team (apicomplexes comparative biology team) from the Cochin Institute directed by the PU-PH Frédéric Ariey.

Our tool aims to facilitate and help research team in their daily work. We are developing this tool with the aim of offering an optimal response to the demand of researchers and biologists. Our tool include many features.

1. Storage, management and access to data stored in a secure database.
2. A Genome Browser to visualize genomes, genes and alignements.
3. Epidemiological monitoring to follow and study the evolution of pathogens over time.
4. Other bioinformatic analysis:
   — Alignment against a reference genome
   — Extraction, study and comparison of genes and mutations between samples
   — Copy number variation (CNV) visualization along the genome
   — Blast

This tools is under development, new features will be added soon (international databases API, epidemic propagation visualization, phylogeny, metagenomic species identification data, etc.).
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1. Introduction

SynTView¹ is a published interactive multi-view genome browser for next-generation comparative microorganism genomics. SynTViewJS is the rewrite of the software in javascript with the addition of new features. The software is characterised by the presentation of syntenic organisations of microbial genomes and the visualisation of polymorphism data obtained from next generation sequencing.

2. Microbial genome analysis with SynTViewJS

SynTViewJS is built as a generic genome browser including sub-maps that hold information about genomic objects. After selecting genomes of interest, the users can explore them visually by genomic location, or directly go to specific genes by name. Several genomic maps can be stacked ordered by a phylogetic tree according to biological metadata on top of each other. The creation of a SynTView website is very helpful in the analysis of a large number of strains, bringing together phylogeny, polymorphisms, larger variants such as indels, coverage, as well as functional annotations and strains meta-data. SynTViewJS is designed to visualise information about polymorphism across a large number of bacterial strains. The SNP maps allow the user to navigate through polymorphism data sets. The non javascript tool has been used in many projects such as the study of Legionella² bacterial strains. I will show in the poster the study of the mutational dynamics of chikungunya virus as a function of temperature with visibility filters (mutation frequency, specificity ...) with the possibility of zooming to the sequence.

SynTView has been also integrated to the Listeriomics² web site, a platform for visualizing and analysing every heterogeneous Listeria "omics" dataset published to date and will be integrated soon in Yersiniomics (same platform dedicated to Yersinia dataset).

The tool can be uploaded to a website and the data made accessible on a server or directly added by drag and drop. Source code is available at https://gitlab.pasteur.fr/plechat/syntviewjs.
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Ases is a novel web server that allows the user to assess alternative splicing (AS) potential impact on protein evolution. It relies on gene annotations from Ensembl [1] as its primary source of information and works with the translated amino acid sequences of the transcripts. Ases takes as input a gene and species name and, optionally, a list of species. By default, the server considers twelve species, ranging from human to nematode. Ases processes the input data by running ThorAxe [2] and PhyloSofS [3]. ThorAxe defines the s-exons, groups of putative orthologous exonic regions, and creates an evolutionary splicing graph. PhyloSofS takes ThorAxe input and produces the phylogenetic reconstruction. To allow the exploration of those outputs, Ases has:

— an interactive evolutionary splicing graph summarizing the transcript variability observed for the query gene across the selected species. Each transcript corresponds to a path in the graph. The transcripts are divided into minimal building blocks called s-exons, the nodes in the graph. The AS events are defined by pairs of canonical and alternative subpaths in the graph. The user can move the nodes and easily visualise their conservation levels, multiple sequence alignments, and the involved AS events.

— two interactive tables giving detailed information about the graph. For example, the user can select all transcripts annotated for a given species, get access to the list of species where a given AS event is observed, or list the s-exons for a given transcript, among other options.

— an interactive phylogenetic forest where each tree represents the phylogeny of a transcript. The tree’s root indicates the appearance of a transcript in evolution, and dead ends indicate transcript losses. When the user selects an internal node (ancestral transcript) or a leaf (observed transcript), s/he can visualise the corresponding nodes in the evolutionary splicing graph.

— an interactive representation of the gene structure using s-exons as units.

Ases provides a way to rapidly and easily get an overview of the sequence variations induced by AS at the amino acid resolution. Thus, for example, a structural biologist interested in a particular region interacting with a partner can check whether AS impacts this region and extract conserved AS signatures. Likewise, a clinician having identified some transcript isoform whose overexpression is associated with a disease can rapidly check if this isoform is found in other species and date its appearance in evolution. Hence, Ases meets a need in the scientific community that is not met by any other openly accessible web server to the best of our knowledge.

You can access the Ases web server at http://www.lcqb.upmc.fr/Ases
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1 Presentation

ERA-Bio-IT was created in 2020 by three partners, two French seeds companies (Euralis Semences[1] and RAGT 2n[2]) and a technical Institute (Arvalis[3]) wishing to share bioinformatics resources for crops breeding and cultivars evaluation.

2 Objectives

Firstly, the aim of ERA-Bio-IT is to set up basics tools (such as JBrowse[4] or Galaxy[5]) for each partners bioanalysts, oriented toward the genetic and genomic study of major crops (maize, wheat, barley...). Once the platform fully functional, more advanced genomic analyses and bioinformatics developments are expected as support for each partner. The platform will be open for multi-partnership projects, including with new private and public partners.

Finally, the ERA-Bio-IT platform aims to support the omics technology and methodology watch for its partners in order to provide a cutting-edge expertise in these fast-evolving fields.

3 Infrastructure

The computing infrastructure is managed by Portalliance Engineering[6]. It is composed of a virtualization server, hosting various virtual machines (JBrowse, Galaxy...), an High-Performance Computing (HPC) server managed with SLURM and data storage Qumulo solutions. Those computing resources are scalable to answer quickly to each partner needs.
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As part of the French and European projects PhaeoExplorer, IDEALG and SEXSEA, 53 genomes and transcriptomes of marine brown algae have been sequenced. To scientifically exploit these genomic resources, the community needs effective tools to analyze and value the data.

Based on the GGA project (https://galaxy-genome-annotation.github.io) we have deployed an integrated environment dedicated to the management of genomic data (genomes and their annotations) for the community through user-friendly interfaces in an automated way. The GGA project uses GMOD tools (JBrowse, Apollo, Tripal, Chado, etc.) and Galaxy, as a data loading orchestrator for administrators, with Docker lightweight virtualization technologies and Python libraries.

To facilitate the deployment and the administration of the GGA services of a first release of 53 brown algae genomes, we have developed a set of Python tools allowing mass deployment of Docker containers and automated data loading through Galaxy with the Bioblend API: http://gitlab.sb-roscoff.fr/abims/e-infra/gga_load_data.

To provide the community with a collaborative hub for accessing, visualizing and analyzing the brown algal genome and transcriptome resources, we have developed a web portal (https://phaeoexplorer.sb-roscoff.fr) giving access to the datasets, the GGA environments, the SequenceServer BLAST interfaces and some external resources.

In the context of genome sequencing programs of a large and diverse number of species such as the Vertebrate Genomes Project or the European Reference Genome Atlas project, the automated deployment of such e-infrastructures could bring to scientific annotation consortiums a simplified solution for collaborative environments.
Of Quality Control and Taxonomy
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1. Summary

During the 2019-2021 period, the Biomics Platform (Institut Pasteur, Paris) has sequenced about 200 runs a year (if we consider short read technologies only) covering various type of sequencing (DNA-seq, RNA-seq, ChiP-seq, Capture-seq, etc). When required (e.g., NextSeq sequencers), we performed demultiplexing. For each run, we also systematically perform standard QC's and taxonomic analysis. We provide an overview of the pipelines used within the platform including QC, demultiplexing and taxonomic analysis, which have been applied on thousand of samples. The underlying tools are standard and established tools in the field of NGS such as FastQC [1], MultiQC [2] and Kraken [3]. They have been wrapped within Snakemake pipelines available within Sequana [4] that benefit from simple user interface and GUI available within the Sequana project. They may be of interest for our users who wish to use the same tools and therefore to students and researchers you wish to move quickly from raw data to sequence analysis.
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LORA, a Sequana Pipeline for Bacterial Genome Assemblies
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In the context of the Biomics Sequencing Platform (Institut Pasteur), the PacBio long read technology [1] is used to sequence and assemble tens of bacterial genomes every year. In this poster, we describe the standard pipeline used within the platform. It is called LORA for LOng Read Assemblies. It is based on the Snakemake workflow manager [2] and is part of the Sequana project [3]. It has been tested mostly on bacterial genomes; in such case, the output of the pipeline is an annotated genome ready for publications. Since the underlying assembler is based on Canu [4], assemblies should also be possible on eukaryotes and nanopore data.

The LORA pipeline provides global quality assessments that computes common metrics like N50 or percentage of mapped reads. BUSCO [5] gives a quantitative assessment of the completeness in terms of expected gene content. Moreover, LORA produces a contig level quality assessment with BLAST or coverage analysis with Sequana to detect misassembly. At the end, a HTML report is provided where all quality assessment results can be introspected.

The open-source pipeline will be released under the Sequana project and be accessible on github where suggestions to include new features can be added.
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1. Summary

The very high sensitivity of capture panels gives the opportunity to detect viruses within samples that are considered negative in RT-qPCR but present positive clinical symptoms [1]. In order to evaluate the efficacy of capture panels to access the SARS-CoV-2 genome on patient samples, we performed capture of patient samples positive for SARS-CoV-2 by qPCR. For this we used 4 different ready-to-use commercial designs of capture probes including two SARS-CoV-2 only panels (Twist Bioscience and Arbor Bioscience) and two multiviral panels (Illumina and Twist Bioscience). We present preliminary analysis of the sequenced data obtained with this benchmark.

We performed capture on 19 patient samples positive for SARS-CoV-2 by qPCR. Samples were pooled by 4, according to their CT to reduce bias related to target abundance within the samples. The four capture panels were applied separately on all samples. Bioinformatics analysis were performed to study the off an on target performances of the panels including denovo analysis [2] and taxonomic contents [3].

The results obtained by the two multiviral panels tested suggests that both panels are able to capture high abundance targets, but fails to capture low abundance targets, having a high off target percentage translated by the abundance of host sequences. In our study, we observe that Arbor SARS-CoV-2 panel shows the best percentage on target of all panels. The efficacy of the double capture is even more evident for samples with higher CT (less viral copies) showing once more the power of the double capture. Even though Arbor panel with its double capture generates more on-target reads, it does not affect the percentage of final breadth of coverage results [4].

Acknowledgements

This work has been supported by France Génomique (ANR-10-INBS-09-09) and IBISA.

References

4. Desvillechabrol D, Bouchier C, Kennedy S, Cokelaer T. Detection and characterization of low and high genome coverage regions using an efficient running median and a double threshold approach. Giga science. 2018
A Comparison of MGI and Illumina Sequencing Technologies

Zachary Alloch
c1, Etienne Kornobis
c1,2, Juliana Pipoli da Fonseca
c1 Dimitri Desvillechabrol
c1,2, Georges Haustant
c1, Julian Garneau
c1, Laure Lemee
c1, Laurence Ma
c1,Elodie Turc
c1, Imène Najjar
c1,Valérie Briolat
c1, Marc Monot
c1, Thomas Cokelaer
c1,2

1 Institut Pasteur – Plateforme Technologique Biomics – Center For Technological Resources and Research (C2RT) – 75015 Paris, France
2 Institut Pasteur – Bioinformatics and Biostatistics Hub – Département de Biologie Computationnelle – 75015 Paris, France

Corresponding Author: zachary.allouche@pasteur.fr
thomas.cokelaer@pasteur.fr

1. Summary

In 2018, the Chinese company MGI[1] subsidiary of BGI, launched several sequencers using an innovative technology called the DNA NanoBall Sequencing (DNB-Seq). This technology is announced to be as performant as the Illumina [2,3] sequencing by synthesis but at a lower cost. Recently, the Biomics platform (Institut Pasteur) acquired a DNB-Seq G400 sequencer. We describe the runs that were performed with the MGI technology. Then, we compare MGI’s DNB-Seq data with Illumina’s TruSeq data including RNA-seq and DNA-seq sequencing runs[4]. We have sequenced 5 libraries with both MGI and Illumina runs, including RNA-seq and DNA-seq. We then compared these runs. In terms of quality, we have seen that they are broadly the same. Concerning the RNA-seq analysis we may have seen that the results between the two technologies were really close (PCA almost stackable) and further analysis are required to explain the discrepancies in terms of differentially regulated gene lists. Concerning the variant calling analysis we have found that these two technologies give very similar results; specific variants may be caused by the difference of coverage and not related with the technologies themselves. Recently, we also experimented on the MGI conversion protocol that takes ready-to-load Illumina libraries and converts them to MGI librairies with success. Finally, although MGI sequencers produces standard FastQ files, they are barcoded and an a priori merging is required, which can be done with MergeGI, which was recently developed [5].

Acknowledgements

This work has been supported by France Génomique (ANR-10-INBS-09-09) and IBISA.

References

1. https://en.mgi-tech.com/
2. https://www.illumina.com
3. MGI internal communication (2020)
Swiss-PO: a new tool to analyze the impact of mutations on protein three-dimensional structures for precision oncology
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Swiss-PO is a new web tool to map gene mutations on the three-dimensional (3D) structure of corresponding proteins and to intuitively assess the structural implications of protein variants for precision oncology. Swiss-PO is constructed around a manually curated database of 3D structures, variant annotations, and sequence alignments, for a list of 50 genes taken from the Ion AmpliSeqTM Custom Cancer Hotspot Panel. The website was designed to guide users in the choice of the most appropriate structure to analyze regarding the mutated residue, the role of the protein domain it belongs to, or the drug that could be selected to treat the patient. The importance of the mutated residue for the structure and activity of the protein can be assessed based on the molecular interactions exchanged with neighbor residues in 3D within the same protein or between different biomacromolecules, its conservation in orthologs, or the known effect of reported mutations in its 3D or sequence-based vicinity. Swiss-PO is available free of charge or login at https://www.swiss-po.ch [1].

Galaxy Genome Annotation (GGA) environment in the cloud
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Abstract:

The EOSC-Life project aims to create an open collaborative digital space for life science in the European Open Science Cloud (EOSC). The ABiMS bioinformatics platform, member of the European Marine Biological Resource Centre (EMBRC) research infrastructure, is involved in the work package 2 (WP2) dedicated to make computational tools, workflows and registries findable, accessible, interoperable and reusable (FAIR).

The Galaxy Genome Annotation [1](GGA) (https://galaxy-genome-annotation.github.io) project consists of several projects and tool suites that are working closely together to deliver a comprehensive, scalable and easy to use Genome Annotation experience. The Galaxy Genome annotation environment not only offers a wide array of high-profile tools in Galaxy [2] for structural and functional annotation, but also a highly integrated set of “dockerized” GMOD tools [3], a collection of open-source applications for visualizing, annotating, and managing genomic data (JBrowse, Apollo, Tripal, Chado). Galaxy is used as a data loading orchestrator for administrators, with dedicated Galaxy tools and workflows to interact with GMOD tools, and Python libraries to make all tools work together.

As part of the EOSC-Life WP2, we planned to provide the GGA environment available in the cloud. So we are currently developing Ansible recipes (https://github.com/abims-sbr/GGA_Cloud) to deploy the GGA environment in an Openstack cloud infrastructure. These Ansible recipes allow the deployment of a Virtual Machine in a cloud via the Terraform software, the installation of the GGA environment and its dependencies, as well as loading data into the Galaxy library.

References

ADLIN Science, an end-to-end digital platform for multi-omics data integration

Luciana De Oliveira1, Marion Crespo1, Mohamed Ouasti1, Richard Smadja1
and Paul Rinaudo1

ADLIN Science - 4, Rue Pierre Fontaine, Pépinière "Genopole Entreprises" Campus 3, 91058, Évry-Courcouronnnes Cedex, France

Corresponding author: paul@adlin-science.com

While multi-omics data are becoming more popular, it is not a surprise that one of the consequences is the increase in the generation of massive and complex biological data sets. Further, combining the heterogeneity of bio-data and the multi-factorial aspects of the biological systems results in rising the complexity of high-dimensional data [1,2]. On this basis, we face a challenge: understand the modular dynamic of each -omic layer and integrate it into a molecular network system. On the other hand, multiscale exploratory analysis is also critical for biologists, demanding biological knowledge and a high level of computational skills [3].

In order to help to solve those complex problems, ADLIN Science [4], a digital health-tech company, develops innovative digital solutions for researchers, clinicians, biotech and pharmaceutical companies in the molecular biology field, and more particularly in multi-omics sciences.

ADLIN Science aims to facilitate multi-omics data exploration by creating a tool adapted for biologists, bio-informaticians and mathematicians, and by enabling the constitution of the multi-disciplinary team since the beginning of the research protocol up to the publication with traceability and security. Our company helps laboratories and researchers manage all of their omics data and developing state-of-the-art approaches to produce publication-ready results. Our solution provides data and metadata structuring relating to the research protocols. Also, the multi-omics data integration, statistics analysis, IA (Intelligence Artificial) approach and data visualization are combined into a collaborative workspace where the research team can share and synchronize their information.

Finally, ADLIN can provide an innovative application for multi-omics analysis and catches scientific and economic values in research and health fields by converting data into therapeutic insights.
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A FAIR toolkit for fast visualization of omics data and metadata
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When studying relations between marine habitats and model organisms, IFREMER research teams develop integrative approaches at various scales, from molecular mechanisms to evolutionary processes. For that purpose, scientists collect numerous omics data sets that should be analyzed as quickly as possible. Therefore, the challenge for a Bioinformatics Core Platform consists in providing tools to inventory, explore and interpret those data as quickly as possible, too.

To tackle this challenge, we first developed an interactive genome catalog based on the Keshif data visualization tool [1]. It provides the list of available model organisms, along with metadata such as lineage, genome version, submitter, assembly level, etc. The catalog enables view filtering through specific features defined according to the metadata. In addition, it gives access to a genome browser session implemented using JBrowse2 viewer [2]. Data preparation for JBrowse2 has been fully automated with a Nextflow [3] pipeline. It combines omics data preprocessing using dedicated tools (e.g. samtools [4], bcftools [4], genometools [5]) with JBrowse CLI. The pipeline also automatically handles files deployment to meet JBrowse2 requirements, as well as IT specificities (e.g. web server isolated from computing nodes and data storage).

In conclusion, we propose a simple FAIR toolkit for fast visualization of omics data and metadata, and an easy way to share omics information at various levels (private, restricted or public access). The toolkit is available at: https://github.com/ifremer-bioinformatics/omics-catalog
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In January 2021, the French ministers of Health (MSS) and Research (MESRI) launched a national plan for SARS-CoV-2 genomic surveillance which aims at monitoring the evolution of the COVID-19 in France, at detecting new variants, and at supporting the integration of viral genomic data and health data for both surveillance and research. The project is co-lead by the national agency in charge of emerging infectious diseases (ANRS-MIE) and Santé Publique France (SPF), and relies on a consortium involving 4 high-throughput sequencing platforms, including the National Reference Centers for viruses, 43 teams of the ANRS-MIE network, the Inserm and the Institut Français de Bioinformatique (IFB).

The IFB, in collaboration with the Inserm, is in charge of developing the digital space and bioinformatics services. This work package is structured in 3 phases:

1. **SARS-CoV-2 variant monitoring.** The EMERGEN-DB database gathers the non-sensitive metadata (variant annotations of the virus) produced by the sequencing platforms of the consortium. It is equipped with both user-friendly and programmatic interfaces, enabling users to upload data and query the databases manually or in batch.

2. **Digital space for non-sensitive data.** We launched a workgroup of biologists and bioinformaticians from the sequencing teams to deploy a hardware and software environment and implement workflows for high-throughput analyses of SARS-CoV-2 sequencing data. The digital space will be powered to support the automatic processing of 10,000 full viral genomes per week, and will allow managing workflows via either a Galaxy server, or a Unix terminal. The server will be equipped with the standard tools for NGS analysis as well as specific tools for the analysis of viral variants.

3. **Pairing SARS-CoV-2 sequences and personal patient data.** We will deploy a secured digital space to support the pairing between health data of patients and the sequences of their infecting SARS-CoV-2 strains, thus making it possible to carry out epidemiological or clinical studies.

EMERGEN will also include a service of data brokering by supporting the automated submission of genomic sequences to two international repositories: GISAID to ensure a rapid sharing of the consensus genomes and variant annotations, and EBI-ENA to ensure an open access to the raw sequences and consensus genomes.
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Meta-analysis of RNAseq runs performed on the IMRB genomics and bioinformatics platform: the dark side of QC
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RNAseq is a sequencing technique widely used in genomics. At the Institut Mondor de Recherche Biomedical (IMRB), for the past two years, every RNASeq performed by the Genomics Platform are quality checked (QC) by the bioinformatics platform. Starting from standard QC (mainly fastQC [1]), we encountered sequencing situations that leads us to add more QC to our QC-pipeline, especially regarding rRNA level and contamination. For example, the kits used in genomics for library preparation do not necessarily live up to the manufacturers' promises. In the case of a 'total RNA' kit, a depletion must be done to delete rRNA and this depletion can be effective depending on the sample, the treatment, and the experimental conditions. Contamination can also occur at different levels of the experimentation.

We expand our QC-pipeline with tools such as SortMeRNA [2] which detects rRNAs and Kraken2 [3] which searches reads against a large database Database built from the Refseq bacteria, archaea, viral libraries, the GRCh38 human and GRCm38 genomes.

Here, we performed a retrospective meta-analysis of all our RNAseq QCs performed on the mouse genome. This corresponds to 25 runs, 422 samples and 12,324,596,035 reads in total.

If we show that a sample have a high level of rRNA ( > 10%), this is as many reads lost since the number of total reads per run does not change. Moreover, high level of rRNA will inevitably have an impact on the statistical analysis later. It is sometimes possible to detect poor quality samples at the time of analysis if they are too different from the others via a PCA but this is not always the case.

Our results shows that samples with high level of rRNA or contamination are not isolated problems. However, to the best of our knowledge, RNAseq literature report QC often limited to the fastQC tool (or similar). Our results shows that more statistics (%r RNA/contamination) should include.
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The Migale bioinformatics facility is a team of INRAE’s MaIAGE research unit (Applied Mathematics and Computer Science, from Genome to the Environment). It has been providing services to the life sciences community since 2003.

Migale is an open platform, that offers four types of services:

- an open infrastructure dedicated to life sciences data processing,
- dissemination of expertise in bioinformatics,
- design and development of bioinformatics applications,
- genomic, metagenomic and metatranscriptomic analysis.

Migale is part of the French Institute of Bioinformatics (IFB) and France Génomique projects. It has an ISO9001 certification and is also one of the four platforms which compose BioinfOmics, the national Research Infrastructure in bioinformatics of INRAE.

The poster will illustrate the platform services with examples chosen from recent achievements: i) how to switch trainings from face-to-face to online; ii) traceability of analyses and projects reports as a way to train and empower users.

A complete description of Migale facility’s service offer is available on its website:
https://migale.inrae.fr
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The genomics core facility of the Institut de Biologie de l’École normale supérieure (IBENS) [1,2] was created in 1999. We focus on functional genomics in eukaryotes, including classical model organisms, as well as more exotic organisms (jellyfish, birds, butterflies…). The facility has always been a well-balanced structure between wet-lab and bioinformatics: half of the team is involved on the wet-lab part; the other half being involved on the data analysis part. Our goal is to assist laboratories during their high-throughput sequencing projects from the experimental design to data analysis for publication. We are part of the France Génomique consortium and have been following the ISO 9001 quality international standard since March 2013.

Our genomics core facility offers many services to the community: library preparation (RNA-seq, scRNA-seq and ChIP-seq), sequencing (including “ready-to-load” libraries) for short (Illumina) and long reads (Oxford Nanopore); and bioinformatics analysis (RNA-seq and scRNA-seq).

All the staff working on the facility gets a balanced schedule between the core production service and research and development projects to propose up-to-date and reliable experimental solutions to our collaborators. To cope with the experimental constraints of our users among the research teams, we invest time in testing library protocols (very low quantities, ribosome depletions…). We are also deeply involved in software development to manage our project analyses (65% of projects are analysed on the facility). The tools we develop are distributed on an open source basis on GitHub [3] and we now provide most of them as Docker images [4] to ease the distribution of our work. We develop workflows to achieve reproducible and transparent data analysis of our high throughput experiments.

Since 2016, our facility has been offering two new technologies. The first one is devoted to single cell RNA-seq with the Chromium system from 10X Genomics based on the Drop-seq protocol. The second one is dedicated to long read sequencing in RNA-seq. We use Oxford Nanopore Technologies MinION system in order to sequence full length transcripts for isoform abundance estimation.

This year we have released a rewritten and enhanced version of ToulligQC [5], our QC tool for Oxford Nanopore sequencers and we are currently testing scNaUmi-seq protocol [6] to improve our scRNA-seq service with long read sequencing.

All these developments allow us to be at the state of the art in functional genomics applications, so that we can provide to our users all the tools needed to succeed in their high throughput experiments.
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Reproducibility in bioinformatics: take care of your code with Software Heritage
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Reproducibility is an ongoing effort in the bioinformatics community[1]. Open science helps toward this goal with open access to the scientific literature, open data and open source research software. In 2018, more than 36% of yearly published papers were published under open access conditions[2]. In biology and bioinformatics, the recent development of preprints has acted as a leverage towards open access.

Raw data deposit in public international repositories of genomics and proteomics data is now well established and enforced by most journal editorial policies. Availability of all-purpose data repositories such as Zenodo or Figshare also fostered open data.

It is now important to establish good practices also for scientific software, going beyond the common approach of depositing code in development platforms such as GitHub or GitLab, where long-term preservation is not guaranteed.

This poster aims to present to our community the Software Heritage (SWH)¹ archive[3]: it collects, preserves, and makes available all source codes, from the one that ran on the Apollo 11 Guidance Computer to the source code of the Gromacs molecular dynamics engine, the Bowtie 2 genomics read aligner, the Cytoscape network visualization software... Software Heritage can also archives smaller programs like the scripts commonly used in bioinformatics.

Software Heritage regularly collects source code from a growing list of code hosting platforms, and provides a powerful “Save code now” functionality² that allows to trigger archival for any public repository based on the Git, Mercurial or Subversion version control systems, free of charge. Any object archived in Software Heritage is assigned an intrinsic persistent identifier³ called the SWHID[4], that can be independently verified.

We will present actionable recommendations for better referencing and indexing research source code, including best practices for providing metadata files in the code repository (AUTHOR(s) file with the list of authors, LICENSE file with the applicable license to the source code, README file with the description of the software and other valuable information) and for making it citable⁴, including pointers to appropriate bibliographic styles[4].
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**Educational innovation: The BioInformatics Learning Lab project (BILL)**
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The BILL (for BioInformatics Learning Lab) project has enabled the implementation of an innovative interdisciplinary learning lab on the Montpellier Faculty of Science Campus. This learning lab aims to foster collective intelligence and training through research for students.

In the collaborative BILL space, composed of a molecular biology lab and a computer lab, both modular and dedicated to DNA sequencing and bioinformatics, students with diverse backgrounds are encouraged to interact and share their mutual skills. Supported by a dynamic multidisciplinary team of professors, researchers and technicians, they generate and analyze the sequencing data themselves and participate in the valorization (writing of international scientific publications) and dissemination of their results (communications in congresses, popularization among the general public). The students, confronted with a real research laboratory, thus manage small research projects together and become actors in their training.

Thanks to the BILL project, students of the 'Microorganism/Host and Environment Interactions' (IMHE) (https://bioagro.edu.umontpellier.fr/master-biologie-agrosciences/interactions-microorg-hotes/) and 'Bioinformatics, Knowledge, Data' (BCD) (https://sns.edu.umontpellier.fr/fr/master-sciences-numerique-pour-la-sante-montpellier/bcd/) masters programs at the University of Montpellier have been conducting research projects related to viral evolution and species hopping for the past three years by carrying out high-throughput genomic analyses. In these projects, students perform viral DNA extraction from field or laboratory samples, construction of DNA libraries for high-throughput sequencing and bioinformatics analyses of the obtained sequencing data. The first two years (2018-2020), the students studied the evolution of the carp herpesvirus CyHV3 by sequencing short reads (MiSeq Illumina®) of viral genomes from serial passages in cellulo [1]. This year (2020-2021), students studied CyHV3 cross-species transmission by analyzing viral variants isolated from other fish species than common carp using long reads sequencing (MinIon; Oxford Nanopore Technologies). This pedagogical and scientific effort will allow the publication of scientific articles of which the students of the IMHE and BCD masters are co-authors [1].
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Supported by the Biogenouest network, the MoDaL (Multi Scale Data Links) project aims to decompartmentalize life science resources and enhance collaborations across various actors through interoperable datasets as well as analysis tools and workflows. Indeed, life science research is increasingly facing the need for linking multi-scale data (genes, cells, organs, individuals, populations) and heterogeneous data, such as phenotypes (including micro and macroscopic imaging) and omics data.

To facilitate knowledge sharing and co-design of innovative computational solutions, we organized a hackathon for a large scientific community, spanning the fields of computer science, marine and plant biology, as well as human - animal health and biology. Although this type of event is well known in the (bio)informatic community, it is still new for biologists in the midst of a digital transition.

The hackathon took place remotely, on January 25th and February 1st, 2021. During the two days, the 30 participants had the opportunity to meet in a virtual space [1], attend brief conferences and work together on collaborative projects. In this poster, we briefly introduce the projects proposed by the participants which are also available online on the hackathon’s GitHub repository [2]. The projects addressed the data science aspects of different questions, ranging from biological issues such as the search for a transcriptomic signature of aggressiveness level in sport horses or the integration of genome-wide knowledge of metabolomic networks, to more computationally-oriented issues such as facilitating the sharing of data analysis workflows (including the portability of environments or the version of software, packages, annotations, the genome or ontologies used).

Thanks to the feedback from three participants interviewed at the end of the hackathon [3], we know that what was most appreciated were the variety of the proposed projects, the smooth communication between the biological and (bio)-informatics communities and the spontaneity of the exchanges, enhanced by the software chosen and by a meeting between projects leaders organized before the hackathon. Furthermore, collaborative work was timed by collective moments of feedback on the projects, thus encouraging discussion and the transmission of knowledge. Finally, during the two days, participants had the opportunity to sign up for flash presentations: brief interventions to talk about a tool, a technology or to propose a discussion topic to be deepened. The hackathon took place in a friendly and collaborative atmosphere and was an opportunity to broaden/federate the community, to identify people and skills and to experience a moment of exchange between the different scientific communities.
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1 Problem statement

With a major increase of life science data production over the last decade, it is becoming more and more important to better share and reuse biological digital resources (datasets, bioinformatics tools or workflows, training materials, etc.). To that end, FAIR principles \cite{1} have recently been proposed and are currently being adopted by large communities. However, assessing how much a resource is FAIR is nowadays challenging since answering human-oriented questionnaires is time-consuming and computational evaluations (FAIRMetrics, RDA Maturity Indicators) often require technical expertise. In this work we plan at easing the monitoring of the FAIRness of life science digital resources such as datasets, computational tools, training material or publications.

2 Approach and results

We propose a web interface [https://fair-checker.france.bioinformatique.fr] aimed at empowering scientists to progress in the FAIRification of their resources. This tool benefits from FAIRMetrics APIs to provide a global assessment and recommendations. We also leverage semantic technologies to help users in annotating their resources with high-quality metadata. For each evaluated resource, we build a knowledge graph based on embedded RDF triples (microdata, json-ld), as well as external knowledge (public SPARQL endpoints). To evaluate metadata quality, we check that used ontology terms are already known in reference registries. Finally, we leverage Bioschemas, the extension of Schema.org for life sciences, to automatically generate SHACL constraints. Their evaluation informs users on missing metadata, required or recommended for specific types of resources (genes, proteins, training material, computational tools, etc.). This also results in a form to annotate and produce enriched metadata.

3 Demonstration scenario

As an example, we will showcase how FAIR-Checker can help in assessing the FAIRness of PhyML \cite{2}. (Step 1) We launch a remote evaluation of 22 FAIR metrics and show recommendations in case of failure. Then in (Step 2) we investigate the use of standard vocabularies or ontologies in metadata. We show how metadata can be scrapped from web resources, and which ontology terms they rely on. Further, we search if these terms are known in major vocabulary registries such as Linked Open Vocabularies (LOV) Ontology Lookup Service (OLS) or BioPortal. Finally, in (Step 3) we demonstrate how Bioschemas, can be exploited to (i) evaluate metadata quality through required, recommended and optional annotations, and (ii) capture missing annotations through an auto-generated user form.

4 Future works

As future work, we aim at extending our tool to (i) support multiple resource types in line with the different released Bioschemas profiles and (ii) provide a common and synthetic view on other FAIR recommendations such as the RDA maturity indicators, as well as the forthcoming EOSC FAIR metrics.
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Whole-genome sequencing (WGS) is used for clinical surveillance of SARS-CoV2 in order to detect emerging mutations, facilitate epidemiological studies and anticipate possible therapeutic/vaccinal escape.

In this context, we have developed a pipeline dedicated to identify SARS-CoV2 mutations from a broad range of samples (clinical, wastewaters,…).

ASPI_Cov is a Nextflow [1] pipeline developed to provide a rapid, reliable and complete analysis of NGS SARS-CoV2 samples. ASPI_Cov produces useful information such as quality reports, VCF files, consensus sequences and various plots. In order to ensure FAIR data analysis, the workflow follows nf-core guidelines and use Singularity [2] containers to wrap tool environments.

A succession of commonly used tools combined to an optimized configuration is a key for the robustness of the pipeline. Our workflow performs a trimming on raw-reads depending on sequencing technology (Illumina or IonTorrent), then a quality check is carried out in order to visualize data. An optimized alignment is done against a determined reference which can differ according to DNA preparation strategy (Capture or Ampliseq). Several data are collected and formatted (files, plots) from the alignments as sequencing indicators. Variant calling and normalization steps are done from alignments and nucleotidic variations are annotated. Specific filters are then applied in order to get only confident variants. Specific variants files and a plot comparing samples are done for a better interpretation of the dataset by the biologist.

ASPI_Cov has been validated using a dataset and has demonstrated its efficiency and accuracy. Several new features are under development.

This pipeline (source code, documentation and full list of tool dependencies) is available at: https://gitlab.com/vtilloy/aspicov

This software is developed as part of the French National Obepine Network
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The French Institute of Bioinformatics (IFB) provides a national infrastructure of bioinformatics services adapted to the needs of the life and health science communities, and accessible to all. However the appropriate use of these resources, in particular the network of HPC (High Performance Computer) clusters, requires a minimal level of computing knowledge that our users may not always possess. Aware of this need, the IFB proposes a wide range of training courses each year, based both on all the actions proposed by the IFB member and associated regional platforms, but also on actions carried out at a national scale in close collaboration with the NNCR task force. The most emblematic of those are the EBAII school [1], the DUBii university diploma [2], and the training courses around FAIR principles [3, 4].

The IFB initiated in 2020 the creation of a working group on the provision of e-learning bioinformatics resources at the national level. Three areas of work have been identified. The first one is a technical watch on digital environments dedicated to the provision of self-training resources including practical sessions adapted to our target audiences. The second concerns the development of a self-training resource on the basics of Unix, a need widely shared by the users of IFB services. Finally, the third axis is the provision of a unique national portal for the management of IFB resources, training courses, as well as the self-monitoring of the learner’s path.

We present in this poster a first version of our e-learning resource entitled "Unix Introduction" [5] developed by the members of the working group and made available via the e-learning platform katacoda [6]. This resource proposes an interactive bioinformatics-oriented course that introduces beginners to the use of the Unix command line, a critical skill in the future usage of the IFB's computer resources. This material may then be proposed as a prerequisite for any training action using Unix resources.

We chose the katacoda platform to deliver this basic Unix training as it allows an interactive and progressive learning experience without necessitating anything more that the use of the common web browser: no software installation is required. All the learning scenarios are developed in Markdown and publicly accessible on the IFB GitHub account [7]. Three scenarios are currently online and have been proposed as prerequisites for the DUBii 2021 learners. Due to the good feedback they will also be proposed to the learners of the next session of the EBAII in November 2021.
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1 Abstract

JeBiF, which stands for “Jeunes Bio-Informaticiens de France” [Young Bioinformaticians of France], is a french non-profit organisation created in 2008. This association is the French branch of a bigger network handled by the International Society for Computational Biology Student Council (ISCB-SC). There are 26 other local branches. Such local branches are called Regional Student Groups (RSG), hence the full denomination of the association: RSG France – JeBiF.

The main goal is to promote the development of the next generation of bioinformaticians. In order to reach this goal, we mainly provide networking opportunities and career advice. We are also actively advertising computational biology and bioinformatics to general audience by the mean of science-popularisation events.

In the poster, we present with more details the different activities developed by RSG France – JeBiF. In particular:

— **JeBiF-Pub**: every month, in different cities, JeBiF sympathisers are invited to meet at a bar for a drink (paused for now due to sanitary constraints).

— **Table Ouverte en Bioinfo (TOBi)**: every month in a bar of Paris, a professional bioinformatician is invited to present their studies and career. Due to the sanitary constraints, TOBi have been replaced by **TOBirtuelles** which happen online and are opened to everyone, and not only Parisians.

— **Table Ronde**: once a year with the volunteering Master of Bioinformatics, several alumni of the Master are invited to present their path since they finished the Master. This year, due to the sanitary constraints, we replaced these local events by one big event organised with the support of the human resources team of the Pasteur Institute dedicated to career development and support for scientists (Mission Accueil, Accompagnement et Suivi des Carrières des Chercheurs – MAASQ). We received more than a hundred attendees.

— **JeBiF@JOBIM**: annual workshop with scientific presentations, open-table with various subjects, and flash-talks for people who have been accepted at JOBIM and would like to advertise their poster.

— **Fête de la science and Pint of Science**: two yearly events of science popularisation. JeBiF volunteers are encourage to create and animate activities, or give a talk.

The events proposed by RSG France – JeBiF are opened to everyone. The adhesion, which is free of charge, gives access to the mailing list and allows you to vote at the general assembly. It is also a way to quantify our impact. In particular, it gives us more weight in our funding applications. More funding allow us to maintain the association in long term, to propose more events and of larger scale. To date, JeBiF has 111 adherents. But its actions rely on the participation of its volunteers. We are always happy to meet new faces, and there is space for everybody to develop their ideas. Do not hesitate to join us if you would be part of the adventure!

JeBiF.RSG.France JeBiF rsg-france-jebif
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