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Although cell type specific gene expression regulatory relationships such as enhancer-gene (E-G) are

recognized to be tremendously important to consider for a better understanding of complex human genetic 

diseases, there is still no consensus about the best way to identify them genome-wide. There are nonetheless 

four broad types of approaches in this field: (1) cell type specific gene expression QTL (eQTL) analysis 

combined with a set of cell type specific enhancers, (2) computational prediction from several types of high-

throughput functional genomic data 1D (RNA-seq, ATAC-seq, histone marks, etc), (3) computational predic-

tion from a single type of chromosome conformation 3D data (promoter capture HiC, polII ChIA-PET data, 

etc) combined with a set of cell type specific enhancers, (4) cell type specific genetic screening data analysis.

Because (1) and (3) are costly, (4) is currently not genome-wide and many international projects 

have now generated plenty of functional genomic 1D data, (2) appear as more promising. For this reason we 

have tried to evaluate the few most recent and promising methods of the field, the ABC model [1] and the av-

erage rank method [2], together with the very popular distance method, based on training and/or evaluating 

on the two most recent reference sets of the field: the CRISPRi-FlowFISH set based on approach (4) in K562

cell line for 30 genes covering 5Mb [1] and the BENGI set made of data from (1), (3) and (4) [2].

Our results show a very different ranking of the evaluated methods based on the reference sets used 

for the evaluation, and the distance method to be the most robust in terms of equality of performance across 

reference sets. However this method is also known not to be satisfying on many real-life examples [3]. On 

the other hand the seven reference sets used here have been generated in many different ways and may be 

complementary : while 3D reference sets are genome-wide they have not been specifically designed to iden-

tify E-G interactions and may contain many false positives and false negatives; on the other hand CRISPRi-

FlowFISH data have specifically been designed to identify E-G interactions in a reliable way (FDR < 0.05) 

[4], however they are not genome-wide. In fact 3D reference sets lack experimental confirmation and there-

fore cannot stricto sensu be considered reference sets of E-G interactions. Therefore, before designing a new 

method based on 1D data to identify E-G interactions genome-wide, we recommend the definition of a reli-

able and genome-wide set of E-G interactions in a cell line for which many types of 1D data are available.
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DNA seqXencing technolog\ has scaled Xp Yer\ rapidl\ in throXghpXt bXt also, throXgh rapid adYances in 
sample preparation, scaled doZn in terms of the amoXnt of DNA that is reqXired for anal\sis, to the point that 
it is noZ commonplace to anal\]e the DNA and RNA content of indiYidXal cells. This technolog\ has triggered 
preYioXsl\ impossible applications in basic research and clinical science. Some e[amples are: transcriptome 
anal\sis of rare circXlating tXmor cells; characteri]ation of earl\ differentiation eYents in hXman 
embr\ogenesis; inYestigation of transcriptional noise and stochastic fate choice and creation of large-scale cell 
atlases sXch as the hXman cell atlas[1]. 

HoZeYer, integrated anal\sis of different scRNA-seq data sets, consisting of mXltiple transcriptomic 
sXbpopXlations or to integrate measXrements prodXced b\ different technologies, remains challenging. It is 
especiall\ difficXlt to distingXish betZeen the composition of cell t\pes in a sample and e[pression changes 
Zithin a giYen cell t\pe [2]. 

In this stXd\, Ze Xsed single-cell RNA-seq (scRNA-seq) to assess the e[pression of a 8,000  peripheral blood 
mononXclear cells (PBMC). PBMC Zere isolated from a health\ anon\moXs donor's Zhole blood specimen 
proYided b\ EFS (Etablissement Franoais dX Sang), Xsing a Ficoll gradient. PBMC Zere then splitted into 2 
samples : non-stimXlated and LPS-stimXlated (incXbation for 4 hoXrs Zith 1�g/mL Lipopol\saccharide). 

Lipopol\saccharide (LPS) is the most abXndant component Zithin the cell Zall of Gram-negatiYe bacteria. It 
can stimXlate the release of interleXkin 8 and other inflammator\ c\tokines in YarioXs cell t\pes, leading to an 
acXte inflammator\ response toZards pathogens. Bacterial LPS has been e[tensiYel\ Xsed in models stXd\ing 
inflammation as it mimics man\ inflammator\ effects of c\tokines [3]. 

The cells Zere then processed Xsing the ChromiXm Ne[t GEM Single Cell 3¶ GEM Y3.1 kit folloZing the 
manXfactXrer recommandations (10X genomics) to target 4000 cells/sample. DXal inde[ed libraries Zere 
seqXenced on a Ne[tSeq500 seqXencer (IllXmina).  Sample demXltipe[ing, barcode processing and XniqXe 
molecXlar identifiers (UMI) coXnting Zere performed b\ Xsing the 10X genomics pipeline Cellranger Y4.0.0 
Zith defaXlt parameters and target cells YalXe of 4000 for each sample.  

QXalit\ control and anal\sis Zere performed Xsing the R package SeXrat Y4.0.0. After remoYal of bad qXalit\ 
cells in each sample, Ze merged the samples Xsing the SeXrat fXnction ³merge´, defining a global dataset of 
6,232 cells. After normali]ation, scaling and dimension redXction Zith the UMAP algorithm, Ze coXld clearl\ 
see distinct groXps of resting and stimXlated cell t\pes, sXch as T cells. A nXmber of marker genes Zere Yisibl\ 
associated Zith either stimXlated or non-stimXlated groXps. Then Ze performed data integration on the tZo 
data sets Xsing the SeXrat fXnctions ³FindIntegrationAnchors´ and ³IntegrateData´.  Data integration in the 
SeXrat package is based on techniqXes Xsed in compXter Yision for the alignment and integration of image data. 
Basicall\, these techniqXes identif\ shared correlations strXctXres across data sets Zith canonical correlation 
anal\sis (CCA) and Xse basis Yector to create aligned data sets. After integration, normali]ation, scaling and 
dimension redXction, Ze coXld identif\ 12 different clXster groXps for Zhich Ze coXld assign a cellXlar identit\ 
based on their t\pical markers, sXch as B cells, CD8 T cells, NK cells, etc. SXch a dataset e[emplif\ the Xtilit\ 
of single-cell heterogeneoXs data set integration techniqXes. 
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MLFURRUJDQLVPV DUH SUHVHQW LQ WKH RXWGRRU DWPRVSKHUH XS WR KLJK DOWLWXGH DQG, FRQVHTXHQWO\, DUH SURQH WR 
LQWHJUDWH FORXGV. CORXG GURSOHWV RIIHU OLTXLG DLUERUQH PLFURHQYLURQPHQWV WR DLUERUQH FHOOV DQG FRXOG WKXV 
IDYRXU PLFURELDO DFWLYLW\. MLFURELDO GLYHUVLW\ LQ FORXGV DQG DHURVROV KDV EHHQ DOUHDG\ ZHOO GRFXPHQWHG. 
HRZHYHU, IXQFWLRQDO DVSHFWV DUH VWLOO ODUJHO\ XQH[SORUHG.  

 

HHUH, ZH DLP DW EHWWHU XQGHUVWDQGLQJ WKH IXQFWLRQLQJ RI PLFURELDO DVVHPEODJHV LQ FORXGV LQ FRPSDULVRQ WR 
DHURVROV, XVLQJ PHWDJHQRPLFV FRXSOHG ZLWK PHWDWUDQVFULSWRPLFV. :H GHYHORSHG DQDO\WLF SURWRFROV DOORZLQJ 
WKH UHFRYHU\ RI PHWDJHQRPHV DQG WKHLU DVVRFLDWHG PHWDWUDQVFULSWRPHV IURP FORXGV DQG DHURVROV, E\ GLUHFW 
HLSHT VKRWJXQ VHTXHQFLQJ ZLWK QR SUHOLPLQDU\ DPSOLILFDWLRQ VWHS VXFK DV PCR RU MDA. AURXQG 25 WR 300 QJ 
RI WRWDO DNA DQG 33 WR 240 QJ RI WRWDO RNA ZHUH H[WUDFWHG IURP VDPSOHV. DDWD IURP WKH ILUVW FORXG VDPSOH 
DUH XVHG IRU GHYHORSLQJ ELRLQIRUPDWLF DQDO\VHV, ZKLOH WKH VHTXHQFLQJ RI DGGLWLRQDO DHURVROV DQG FORXG ZDWHU 
VDPSOHV LV FXUUHQWO\ EHLQJ SURFHVVHG. IQ RUGHU WR DQDO\VH WKH FRQVHTXHQW DQG FRPSOH[ GDWDVHW JHQHUDWHG 
(DURXQG 190 WR 260 PLOOLRQ SDLUHG-HQG UHDGV), D ZRUNIORZ ZDV VHW XS XVLQJ WKH GDOD[\ SODWIRUP DQG WKH 
UHVRXUFHV DQG IDFLOLWLHV GHSOR\HG E\ WKH AXBL (AXYHUJQH BLRIQIRUPDWLTXH) QHWZRUN DQG WKH UHJLRQDO 
FDOFXODWLRQ FOXVWHU MHVRFHQWUH COHUPRQW AXYHUJQH. TKH ZRUNIORZ LV EDVHG RQ WRROV VXFK DV TULPPRPDWLF IRU 
ILOWHULQJ UHDGV DQG WULPPLQJ, MEGAHIT IRU DVVHPEO\, BRZWLH2 IRU PDSSLQJ, KUDNHQ2 IRU WD[RQRPLF 
DIILOLDWLRQ DJDLQVW ³POXVPF´ NUDNHQ GDWDEDVH DQG BODVW[ IRU IXQFWLRQDO DVVLJQDWLRQ DJDLQVW 8QLSURWKB. R 
HQYLURQPHQW LV XVHG IRU IXUWKHU GDWD WUHDWPHQW DQG VWDWLVWLFDO DQDO\VHV.  

 

PUHOLPLQDU\ UHVXOWV EDVHG RQ RNA WR DNA VHTXHQFHV DEXQGDQFH UDWLRV SRLQW BDFWHULD DV WKH PRVW DFWLYH 
FRPPXQLW\ PHPEHUV, LQ SDUWLFXODU CORVWULGLDOHV (HT. EXEDFWHULDOHV), BXUNKROGHULDOHV DQG UDUH JURXSV DV 
OFHDQRVSLULOODOHV, RLFNHWWVLDOHV DQG PDUDFKODP\GLDOHV. IQ EXNDU\RWD, SDFFKDURP\FHWDOHV LQ IXQJL DQG 
CU\SWRPRQDGDOHV LQ PLFURDOJDH DUH WKH PRVW DFWLYH. TKH IXQFWLRQDO DQDO\VLV LV VWLOO LQ SURJUHVV. PUHOLPLQDU\ 
UHVXOWV LQGLFDWH WKH H[SUHVVLRQ RI QXPHURXV VWUHVV UHVSRQVHV WR D VWUHVVIXO HQYLURQPHQW, VXFK DV DNA UHSDLU 
DFWLYLW\, UHVSRQVHV WR RVPRWLF DQG R[LGDWLYH VWUHVVHV, UHVSRQVHV WR K\GURJHQ SHUR[LGH, OLJKW VWLPXOXV DQG 
VWDUYDWLRQ DV ZHOO DV DXWRSKDJ\ DQG VSRUXODWLRQ DFWLYLWLHV.  

 

IQ FRQFOXVLRQ, PHWDJHQRPLFV FRXSOHG ZLWK PHWDWUDQVFULSWRPLFV DQDO\VHV ZLOO SHUPLW WR JR GHHSHU LQ WKH 
H[SORUDWLRQ RI PLFURELDO IXQFWLRQDO GLYHUVLW\ LQ FORXGV FRPSDUHG WR DHURVROV. 
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Personalized medicine aims at providing patient-tailored therapeutics based on multi-type data to-
wards improved treatment outcomes. Chronotherapy that consists in adapting drug administration to
the patient’s circadian rhythms may be improved by such approach [1]. Recent clinical studies demon-
strated large variability in patients’ circadian coordination and optimal drug timing. Consequently,
new eHealth platforms allow the monitoring of circadian biomarkers in individual patients through
wearable technologies (rest-activity, body temperature), blood or salivary samples (melatonin, corti-
sol), and daily questionnaires (food intake, symptoms). A current clinical challenge involves designing
a methodology predicting from circadian biomarkers the patient peripheral circadian clocks and asso-
ciated optimal drug timing. The mammalian circadian timing system being largely conserved between
mouse and humans yet with phase opposition, the study was developed using available mouse datasets.

We investigated at the molecular scale the influence of systemic regulators (e.g. temperature,
hormones) on peripheral clocks, through a model learning approach involving systems biology mod-
els based on ordinary di↵erential equations. Using as prior knowledge our existing circadian clock
model [2], we derived an approximation for the action of systemic regulators on the expression of
three core-clock genes: Bmal1, Per2 and Rev-Erb↵. These time profiles were then fitted with a pop-
ulation of models, based on linear regression. Best models involved a modulation of either Bmal1 or
Per2 transcription most likely by temperature or nutrient exposure cycles. This agreed with biolog-
ical knowledge on temperature-dependent control of Per2 transcription. The strengths of systemic
regulations were found to be significantly di↵erent according to mouse sex and genetic background [3].
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Abstract 

Insulin Degrading Enzyme (IDE) is a metallopeptidase that degrades a large panel of amyloidogenic 
peptides and is thought to be a potential therapeutic target for type-2 diabetes and neurogenerative 
diseases like Alzheimer’s disease [1]. Interestingly, IDE is a cryptidase. Its catalytic chamber, known 
as a crypt, is formed so that peptides can be enclosed and degraded [2]. However, the molecular 
mechanism of IDE function and peptide recognition remains elusive. It has been shown that, IDE 
undergoes several conformational changes and switches between closed and open states in order to 
regulate peptide degradation and cleavage [3]. Thereby, it is essential to unfold IDE mechanism and 
provide more information on how conformational dynamics can modulate the catalytic cycle of IDE. 

In this aim, a free-substrate IDE crystallographic structure (PDB ID : 2JG4) was used to model a 
complete structure of IDE with the MODELLER software [4]. IDE stability and flexibility were studied 
through Molecular Dynamics simulations with the GROMACS software [5] and the CHARMM36m 
force field [6]. In total, we ran 7 simulations of 1!s each to cover a wide range of the IDE conformational 
space. The crypt volume as well as the Solvent Accessible Surface Area (SASA) were calculated to 
witness IDE conformational dynamics switching from a closed to an open state. The Gibbs free energy 
landscapes were also investigated to indicate the different conformational states accessible to the protein 
during the simulations. The Molecular Mechanics / Poisson-Boltzmann Surface Area (MM/PBSA) 
method was used to identify key residues involved in IDE rearrangement.  
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A lot of methods have been developed in order to analyze and compare protein surface features. Some of 
them focus on specific regions of the surface such as protein binding sites, active sites, binding pockets and 
ignore the rest of the surface which plays an important role in protein interactions by constantly competing 
with the interaction sites. Other methods focus on ³molecular cartography ª either by projecting the 3D 
structure of a protein into two dimensions (2D) and then projecting features of interest on the resulting 2D 
map [1], or by representing the protein surface based on a spherical approximation [2]. But no tool is 
available to easily visualize any physico-chemical characteristics of a protein surface: they are either limited 
to a restricted number of surface descriptors, and/or do not provide a standalone tool to compute the 
corresponding 2D maps. 
 
We therefore developed SURFMAP, a free software designed to allow the two-dimensional projection of 
either predefined features of protein surface (electrostatic potential, hydrophobicity, stickiness and surface 
relief) or any descriptor encoded in the temperature factor column of a PDB file. SURFMAP uses a pseudo-
cylindrical sinusoidal ³equal-area´ projection that has the advantage of preserving the area measures at the 
cost of distorting shapes locally. Indeed, we aim to preserve the size of the regions of interest rather than 
providing a precise representation of their shapes. 
 
To map protein surface properties: (1) the values of the feature of interest are calculated for each protein 
residue or atom; (2) a set of particles localized at 3Å from the surface of the protein of interest is generated 
to approximate the protein shape. We will refer to this ensemble as the ³protein shell´; (3) the value of the 
feature of interest of the closest protein residue (or atom) is assigned to each particle of the protein shell; 
(4) coordinates of the particles are projected onto a 2-dimensional plane by a sinusoidal projection, and 
each projected  pair of spherical coordinates (ĳ, ș) is assigned to the corresponding particle feature value 
and represented on the 2-D plan at the point of coordinates (ĳ Vinș, 90-ș); (5) the resulting  map is then 
divided into a 72 x 36 cells and values of the points contained in the same cell are averaged; (6) the map 
can then be smoothed by averaging the score of each cell with the scores of the adjacent cells. 
 
These 2D maps ease greatly the visualization and analysis of the distribution of a given feature compared 
to the 3D protein surface which is always difficult to handle despite the efforts made on protein 3D structure 
representation tools. They permit the visual comparison of surface features of homologs and are well suited 
for large-scale comparison since (i) it only involves the calculation of a map similarity through a 
straightforward numerical measure and (ii) the dimension reduction is robust against local irregularities of 
protein surfaces. 
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Abstract

Linked-Reads technologies, such as 10x Genomics, Haplotagging, stLFR and TELL-Seq, partition
and tag high-molecular-weight DNA molecules with a barcode using a microfluidic device prior to
classical short-read sequencing. This way, Linked-Reads manage to combine the high-quality of the
short reads and a long-range information which can be inferred by identifying distant reads belonging
to the same DNA molecule with the help of the barcodes. This technology can thus e�ciently be
employed in various applications, such as structural variant calling, but also genome assembly, phasing
and sca↵oling. To benefit from Linked-Reads data, most methods first map the reads against a
reference genome, and then rely on the analysis of the barcode contents of genomic regions, often
requiring to fetch all reads or alignments with a given barcode.

However, despite the fact that various tools and libraries are available for processing BAM files,
to the best of our knowledge, no such tool currently exists for managing Linked-Reads barcodes, and
allowing features such as indexing, querying, and comparisons of barcode contents. LRez aims to
address this issue, by providing a complete and easy to use API and suite of tools which are directly
compatible with various Linked-Reads sequencing technologies.

LRez provides various functionalities such as extracting, indexing and querying Linked-Reads
barcodes, in BAM, FASTQ, and gzipped FASTQ files (Table 1). The API is compiled as a shared
library, helping its integration to external projects. Moreover, all functionalities are implemented in
a thread-safe fashion.

Our experiments show that, on a 70 GB Haplotagging BAM file from Heliconius erato [1], index
construction took an hour, and resulted in an index occupying 11 GB of RAM. Using this index,
querying time per barcode reached an average of 11 ms. In comparison, using a naive approach
without a barcode-based index, querying time per barcode reached an hour.

LRez is available on GitHub at https://github.com/morispi/LRez and as a bioconda module.
Additionally, its features are already used in the SV calling tool LEVIATHAN (https://github.com/
morispi/LEVIATHAN) and in the gap-filling pipeline MTG-Link (https://github.com/anne-gcd/
MTG-Link).

Command Description
compare Compute the number of common barcodes between pairs of regions or between pairs of contig ends
extract Extract the barcodes from a given region of a BAM file
index bam Index the BAM o↵sets or genomic positions of the barcodes contained in a BAM file
index fastq Index by barcode the o↵sets of the sequences contained in a FASTQ or gzipped FASTQ file
query bam Query the index to retrieve alignments in a BAM file given a barcode or list of barcodes
query fastq Query the index to retrieve sequences in a FASTQ / gzipped FASTQ file given a barcode or list of barcodes

Tab. 1. LRez features.
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Spermatogenesis is the biological  process during which male germ cells develop into the highly

specialized cells that are spermatozoa. It can be divided in 3 parts: proliferation of spermatogonial stem cells,
meiosis, and extreme differentiation of round spermatids into spermatozoa. It is one of the most dynamic

differentiation processes in terms of gene expression and chromatin remodelling[1]. Deregulation can lead to
male infertility and/or could affect embryo development and offspring health[2].

Previous data from our group and others indicate that  Dot1l  (Disruptor of  telomeric silencing 1-like)  is

essential for normal spermatogenesis[3]. Dot1l encodes the only methyltransferase able to methylate H3K79,
a  histone  post  translational  mark  highly  enriched  at  the  end  of  spermatogenesis[4].  To  investigate  the

underlying molecular mechanism, we produced a mouse model with a knock-out (KO) of  Dot1l gene. We
have  realized  RNAseq  analyses  on  KO  and  control  male  germ  cells  at  different  stages  (primary  and

secondary spermatocytes and round spermatids) and H3K79me2 ChIPseq analyses on wild-type male germ
cells.  We  have  developed  an  RNAseq  pipeline  using  STAR  alignment  tool  and  different  downstream

analyses, such as the analysis of differentially expressed genes (using DEseq2), ontology and GSEA (Gene
Set Enrichment Analysis) analyses, as well as time course analyses (TCseq). In parallel, we have developed a

ChIPseq pipeline (bowtie2 followed by MACS2) and characterized H3K79me2 peak distribution, genomic
annotation and compared it with different epigenetic marks using ChromHMM. These two pipelines were

combined to integrate results obtained from our RNAseq analyses in our ChIPseq pipeline and enable us to
correlate the transcriptional changes induced by Dot1l loss with chromatin dynamic during spermatogenesis.
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1 Context

The prediction of the protein-protein interactions is studied in different domains, for example for their

roles in the interplay between cellular types or tissues[1]. In particular, the interactions between surfaceome

and secretome may strongly improved the understanding of cellular crosstalk. This project aims to develop a

Snakemake-based  workflow[2] named Talkmine  for the identification of molecular dialogue between two

biologic tissues resulting from protein-protein interactions.

2 Materials and Methods

First  objective was to identify and test  some opensource  tools known to predict proteins that belong to

secretome or surfaceome. Publically available tools were classified according to three classes,  i.e.  peptide

signal,  subcellular  location or  topology  prediction,  and  have been tested with a  dataset  of  165 UniProt

protein entries whose subcellular location are known.

Secondly, we developed a workflow to connect the selected tools. In brief, user sends a gene or protein

identifiers list  to a python  tool,  g:Convert[3] which  converts identifiers to a same format,  according to  a

defined database. Then, Entrez-Direct tool[4] generates a multi-fasta file with all protein sequences listed in

the NCBI database, injected to secretome and surfaceome tools. Finally,  proteins  tagged to secretome and

surfaceome classes are send to PSICQUIC tool[5], which determines the interactions between proteins from

these two classes.

3 Results

The resulting protein-protein interactions prediction from Talkmine is available both in standard output

and in flat file. The user has access to the list of protein-protein interactions between the two tissues but also

to the intermediate results.

4 Conclusion and perspectives

The workflow Talkmine is developed to predict the interactions between the proteins from the secretome

and the surfaceome.  This  work was initiated to  be applied to  Bos  taurus to  determine the  interactions

between muscle and fat tissue but it is possible to apply it to other tissues and to application fields such as

biomedical or food research.
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Abstract The advent of high-throughput techniques has greatly enhanced biological discov-
ery. Last years, analysis of multi-omics data has taken the front seat to improve physio-
logical understanding. Handling functional enrichment results from various biological data
raises practical questions.
We propose an integrative workflow, wrapped in a Bioconductor R package multiSight,
to better interpret biological process insights in a multi-omics approach. In this work,
we present this workflow applied to breast cancer data from The Cancer Genome Atlas
(TCGA) related to Invasive Ductal Carcinoma (IDC) and Invasive Lobular Carcinoma
(ILC). Pathway enrichment, based on Reactome database, by Over Representation Anal-
ysis (ORA) and Gene Set Enrichment Analysis (GSEA) has been conducted with both
features information from di↵erential expression analysis (DEA) or selected features from
multi-block sPLS-DA methods. Then, comprehensive comparisons of enrichment results
have been carried out by looking at classical enrichment analysis, probabilities pooling by
Stou↵er’s Z scores method and pathways clustering in biological themes.

Our multi-omics analysis workflow is fed by expression data for several biological actor
(e.g. RNAseq and RPPA) and for the same patients that begets a multi-omics context.
Firstly, to select a subset of relevant features for each omic block, either Di↵erential Ex-
pression Analysis (DEA) are carried out by DESeq2 and limma analysis or the features are
selected by sPLS-DA. Secondly, to reveal altered pathways between patient phenotypes, we
are aiming at enrichment analysis by ORA or GSEA with selected feature subsets. Then,
enrichment results from omic blocks are merged by p-values using Stou↵er’s probabilities
pooling method. All these enrichment results are visualised by enrichment map to interpret
easily highlighted biological themes.
Classical enrichment results, using DEA to feed ORA and GSEA, have shown pathways
related to breast cancer and only one or two biological themes really associated to ILC or
IDC carcinomas. On the other hand, multi-omics tables based on Stou↵er’s probabilities
pooling method has led to more targeted and confident biological interpretation considering
both enrichment results from each kind of omic features.

To complete the multi-omics approach we propose an assessing of a multi-omics features
selection method substituting the DEA.
sPLS-DA driven features selection enables a more phenotype-targeted functional enrich-
ment. The biological themes associated to ILC and IDC carcinomas di↵erences are high-
lighted in enrichment maps after pathways clustering. Moreover, Stou↵er’s probabilities
pooling method shows great benefits to more easily interpret several enrichment results in
a multi-omics context.

Our work shows that ORA enrichment with selected sPLS-DA feature and pathway prob-
abilities pooling by Stou↵er’s method lead to enrichment maps highly associated to the
physiological knowledge of IDC or ILC phenotypes, better than ORA and GSEA with dif-
ferential expression driven features. Lastly, following to these results, an R package named
multiSight have been developped to handle functional enrichment results in a multi-omics
context.

Keywords multi-omics, pathway enrichment, p-values pooling, sPLS-DA, R package
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Drug repurposing by analyzing gene expression profiles is a field that has been developed during
the past few years. One of the first databases dedicated to exploit these profiles was Connectivity Map

(Cmap) [1]. The profile querying of Cmap is based on a "connectivity score" ranging from +1 to -1,
which characterizes the magnitude and the direction of the relation between two expression profiles. In

the field of in silico repurposing, such a score is used to prioritize candidates for repurposing with the
assumption  that  if  a  molecule  profile  is  negatively  connected  with  a  pathology  profile  then  this

molecule could counteract  this  pathology.  Unfortunately,  there is  no existing tool  that  enables the
researchers to simulate linked gene expression profiles with known connectivity scores in order to test

the performance of their methods. This is the reason why we are developing cosimu, a package that
simulates fold change vectors related by a connectivity parameter as input, each element of the vectors

represents a gene or transcript log2 fold changes in expression levels. In order to simulate related fold
change vectors, we determined two types: the reference vector and the derivative ones.

There  are  a  few  steps  before  defining  the  reference  fold  change  vectors.  First,  we  randomly
determine  the  regulation  modality  (up-regulated,  down-regulated  or  non-regulated)  of  each

gene/transcript (later referred as ‘entity’), thanks to input proportions for each category. Moreover, in
order  to  be more realistic,  we included sub-modalities  among each modality  as  two up-regulated

entities won’t have the same amplitude of deregulation. The sub-modalities are modeled by a normal
law and with parameters (mean, SD) and proportion as inputs. Once each entity has its modality and

sub-modality, the reference fold change vector is generated by sampling from the normal distribution
associated.

The  derivative  fold  change  vector  is  more  complex  to  generate,  as  we  have  to  introduce  the
connectivity among input parameters; This is a three-step process.

(i) The modality of each entity in the derivative vector will be determined by a simple stochastic
process based on 3x3 matrix defining the probability of transition from a modality to another or itself.

Those probabilities are determined by the input connectivity parameter. However, we found that it is
necessary to introduce a new parameter representing the noise added by the transition from and to non-

regulated entities.

(ii) We handle the transition between sub-modalities based on a binomial distribution in order to

determine the rank of the derivative sub-modality of each transcript. Alternately to this dependent and
stochastic transition we have also implemented two alternative methods : independent and stochastic

or  dependent  and deterministic.

(iii) Similarly we defined a dependent and stochastic method for fold-change value transitions with

analogous alternatives.

We  are  currently  using  this  tool  to  benchmark  different  approaches  aiming  to  estimate  the
connectivity between transcriptomic signatures. As a baseline, we evaluated Pearson and Spearman

correlations as connectivity scores along with a simple connectivity score based on Cmap. We then
characterized different biases for all methods depending on the simulation parameters. Thanks to a

better understanding of biases behind connectivity estimators, we hope it will be possible to develop
less biased estimators.
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1. IQWURdXcWiRQ 
Pangenomes are conceptual entities inventorying unique and shared genomic material between genomes of 

a given group. They can focus on a complete repertoire of genes, or include all genomic material including 
intergenic sequences [1, 2]. The latter has been receiving an increasing attention these past years, with work 
being done on graph pangenomes (seqXence graphs and YariaWion graphs among others [3]). However, these 
are not the only representations used for sequence pangenomes and they face a lack of tools for generating or 
manipulating them. This extends to the field of visualization, where existing viewers do not scale well from 
gene to sequence pangenomes or lack user-friendly representations and exploration. We therefore developed 
Panache, a web-based viewer for linearized pangenomes. 

2. PaQache 
A major difficulty encountered with graph pangenomes is the overload of branches created by the numerous 

variations between genomes, resulting in hard-to-explore visual clutter. We chose to focus on a linear 
representation instead, easier to read, parse and navigate. Linearity has its drawbacks (loss of the sense of 
structural variation, lack of malleability…), but can be a good alternative to graphs for exploration and 
comparison tasks between genomes. 

We therefore created Panache [4], a JavaScript application built with the framework Vue.js and the library 
D3.js. Panache, which stands for PANgenome Analyzer with CHromosomal Exploration, displays pangenomes 
in a linear fashion similar to that of genome browsers. Only one (pan)chromosome at a time is available on 
screen, and pangenomic blocks (listed genes or sequences from the pangenome) are laid out on a single string, 
following a linear coordinate system from the input data. A presence absence matrix describes for each genome 
the pangenomic blocks that they do own, and additional tracks of information display details like the 
categorization of these blocks between core and Yariable genome. 

Panache is available under an MIT license at https://github.com/SouthGreenPlatform/panache and is still 
undergoing development with regular addition of new features. 
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Background: Fms-like tyrosine kinase 3 internal tandem duplications (FLT3-ITD) occur in 20-30% of acute 

myeloid leukemia (AML) cases. These mutations represent both strong prognostic biomarkers and therapeutic 
targets. Hence, FLT3-ITD are systematically sought and quantified using quantitative fragment analysis, as per 
European LeukemiaNet guidelines.  Although robust, this technique has several limitations (high limit of 
quantification 1%, determination of the size of the ITD, limited application). High-throughput sequencing 
(HTS) may represent an alternative method to detect these mutations with high detection sensitivity and the 
possibility of sequencing several other genes simultaneously. However, the use of NGS technologies to detect 
FLT3-ITD mutations remains challenging because these mutations are heterogeneous in terms of size and/or 
insertion site, and the perfect or near perfect duplication of the wild-type sequence. These specificities raise 
new concerns about bio-informatic processes, and several algorithms have been created to detect this 
duplication (GetITD, km, ScanITD...). However, most of them fail to detect and annotate the broad variety of 
ITDs. 

Aims: This work aims to develop an ultrafast kmer-based algorithm named FiLT3r to detect and quantify 
ITDs and to compare it with existing algorithms to the reference method.  

Methods: FiLT3r first uses a Bloom filter to quickly identify reads matching the FLT3 gene and then uses 
their k-mer occurrences to detect FLT3-ITD. In a read having a duplication the k-mer positions on FLT3 will 
not monotonously increase. Such a signature is used to identify the duplication. The different algorithms were 
tested and compared to the reference method on 500 patients aged 18 to 60 years with de novo AML at 
diagnosis. Peripheral blood or bone marrow samples from AML patients were screened with our standard NGS 
routine with a capture method targeting 81 genes (SSQXT Agilent®) and sequenced with Illumina® 
technology.  

Results: A total of 147 ITDs from 114 FLT3-ITD positive patients (23%) and 71 randomized FLT3-ITD 
negative patients (14%), determined according to the fragment method, were sequenced (with an average 
coverage of 2000 paired-end reads on exon 14-15 FLT3). FiLT3r used a fraction of the time and memory used 
by other software and provided results mostly comparable to those obtained by the validated technique, with 
a sensitivity of 1 and no false positive above a threshold of 1% (limit of quantification of the reference method). 
The quantification calculated with our algorithm showed a correlation with the reference method estimated at 
0.92 which appears as the highest correlation coefficient of all the algorithms tested (range: 0.42 – 0.92). 
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One of the key steps in transcriptomic and proteomic analyses is to link sequences to biology through
annotation. Namely, it consist in adding relevant biological information to these sequences by inferring their
putative function and other features. However, this process requires a complex combination of successive
tools and reference databases, as well as significant computing resources due to the amount of data. Then, it
is quite difficult to group together results in order to obtain a complete biological understanding of the
sequences because of the many tools and data formats involved. The implementation of an automated,
standardized and user-friendly tool to process transcriptomic and proteomic annotations is therefore essential.

We have developed ORSON to combine state-of-the-art tools for annotation processes within a Nextflow [1]
pipeline. ORSON combines sequence similarity search, functional annotation retrieval and functional
prediction. Sequence comparison can be done using PLAST [2], BLAST [3] or Diamond [4]. Functional
annotation retrieval is done using BeeDeeM [5] by gathering feature tables from well annotated reference
banks such as Uniprot SwissProt. Functional prediction is performed using InterProScan [6]. It optionally
integrates transcriptome completeness analysis using BUSCO [7] as well as ortholog search via eggNOG-
mapper [8]. Choose of comparison tool and reference banks is fully customizable using standard Nextflow
configuration file. While ORSON results can be analyzed through the command-line, it also offers the
possibility to be compatible with BlastViewer graphical tool [9]. ORSON, combined with BlastViewer,
offers a real alternative to the complex use of bioinformatic annotation tools by providing the best of both
worlds: a scalable workflow running on the command-line to fit any computing infrastructures, and a GUI
tool to analyze results. ORSON source code, documentation and installation instructions are freely available
at https://github.com/ifremer-bioinformatics/orson.

References

1. Paolo Di Tommaso, Maria Chatzou, Evan W Floden, Pablo P Barja, Emilio Palumbo and Cedric Notredame.
Nextflow enables reproducible computational workflows. Nature biotechnology, 35(4):316-319, 2017.

2. Hoa Van Nguyen and Dominique Lavenier. PLAST: parallel local alignment search tool for database comparison.
BMC bioinformatics, 10(1):1-13, 2009.

3. Stephen F Altschul, Warren Gish, Webb Miller, Eugene W Myers and David J Lipman. Basic local alignment search
tool. Journal of molecular biology, 215:403-410, 1990.

4. Benjamin Buchfink, Chao Xie and Daniel H Huson. Fast and sensitive protein alignment using DIAMOND. Nature
Method, 12:59-60, 2015.

5. https://github.com/pgdurand/BeeDeeM
6. Philip Jones, David Binns, Hsin-Yu Chang, Matthew Fraser, Weizhong Li, Craig McAnulla, Hamish McWilliam,

John Maslen, Alex Mitchell, Gift Nuka, Sebastien Pesseat, Antony F Quinn, Amaia Sangrador-Vegas, Maxim
Scheremetjew, Siem-Yit Yong, Rodrigo Lopez and Sarah Hunter. InterProScan 5: genome-scale protein function
classification. Bioinformatics, 30(9):1236-40., 2014.

7. Mathieu Seppey, Mosé Manni and Evgeny M Zdobnov. BUSCO: Assessing Genome Assembly and Annotation
Completeness. Methods in Molecular Biology, 1962, 2019.

8. Jaime Huerta-Cepas, Kristoffer Forslund, Luis P Coelho, Damian Szklarczyk, Lars J Jensen, Christian von Mering
and Peer Bork. Fast genome-wide functional annotation through orthology assignment by eggNOG-mapper. Mol Biol
Evol, 35(8):2115-2122, 2017.

9. https://github.com/pgdurand/BlastViewer

Poster #17 - section Research

-15-

mailto:cyril.noel@ifremer.fr
https://github.com/ifremer-bioinformatics/orson.


PLMdetect : de novo mapping of functional cis-regulatory motifs in 5’- and  3’-

proximal regions from Arabidopsis and maize

Julien ROZIERE
1,2,3

, Véronique BRUNAUD
1,2

, Sylvie COURSOL
3
 and Marie-Laure MARTIN-MAGNIETTE

1,2,4

1
 Université Paris-Saclay, CNRS, INRAE, Univ Evry, Institute of Plant Sciences

ParisSaclay (IPS2), 91405, Orsay, France
2
 Université de Paris, CNRS, INRAE, Institute of Plant Sciences Paris Saclay (IPS2),

91405, Orsay, France
3 
Institut Jean-Pierre Bourgin, INRAE, AgroParisTech, Université Paris-Saclay, 78000,

Versailles, France
4 
UMR MIA-Paris, AgroParisTech, INRAE, Université Paris-Saclay, 75005, Paris, France

Corresponding Author: julien.roziere@inrae.fr

Identifying cis-regulatory motifs controlling gene expression is an arduous challenge that is

actively explored to discover key genetic factors responsible for traits of agronomic interest. The

Preferentially Located Motif detection (PLMdetect) method was developed to identify over-repre-

sented motifs (PLMs) in promoters at a preferred distance from the transcription start site in the mo-

del plant Arabidopsis [1]. Here, we expanded the PLMdetect method to comprehensively analyze

de novo the promoters as well as the untranslated transcribed regions of Arabidopsis and the impor-

tant crop maize. We sought to determine how their differences in genome content and architecture

would be reflected in features of their PLMs in 5’- and 3’-proximal regions of each gene locus. We

have currently identified three groups of PLMs for each species in each targeted region. An assess-

ment of these PLMs using known plant transcription factor (TF) binding site (TFBS) data [2] re-

vealed that a subset of these PLMs (9.4% and 7.3% in Arabidopsis and maize, respectively) are pre-

viously characterized TFBSs (tPLMs), while the others represent novel and uncharacterized motifs

(uPLMs), not captured by the current collection of plant TFBSs. Positional analyses of the tPLMs

revealed positional preferences of TFBSs from several TF families as previously reported in Ara-

bidopsis [3]. Furthermore, GO term enrichment analyses showed that 15.3% of the uPLMs are able

to infer functional predictions which are not provided by tPLMs. In the near future, we will add

comparisons between the datasets obtained from each species. Additionally, the development of the

interactive PLMviewer website will provide the plant community with a valuable resource of PLM

datasets for exploitation to investigate user-specific sequences.
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1. Introduction

Our long-term objective is to conceive an integrated modeling framework of GRN (gene regulatory network)
and metabolism. Our case study is Alzheimer's disease (AD). We firstly focused on a GRN derived from AD

patients, in order to quantify how the computational predictions of 15 GRN enzymes impact brain metabo-
lism. In a previous work [1], we illustrate the interest in using Iggy, a discrete GRN (gene regulatory net-

work) modeling framework, over a continuous one, for computing predictions for the 15 enzymes. These
predictions had a better agreement with experimental results. Iggy’s benefits are that it can be used on a

large-scale GRN and allow multi-perturbation without requiring a lot of parameters. However, Iggy’s limita -
tion is that its discrete enzyme predictions are not easily integrable into a metabolic model mathematical

framework (linear program optimization). In this work, our objective is to transform Iggy output to allow this
integration.

2. Methods

Iggy uses a sign-consistency approach, expressed as a logic program in Answer Set Programming [3]. Iggy

confronts interaction graph models with observations of (signed) changes between two measured states. It
discovers inconsistencies between data and network and applies minimal repair (by adding positive or nega-

tive influence over some nodes in the graph). It can also predict unobserved nodes in the network.  Iggy will
give as output discrete values (or coloring models): plus (+), minus (-), no-change (0), that express increas-

ing, decreasing, or stable gene or protein expression. To quantify them, we tested different approaches such
as thresholds and logic programming properties. We also studied the enumeration of all consistent coloring

models (i.e. the discrete signs assigned to each node in all possible configurations) and calculated their sign’s
distribution.

3. Results and Perspectives

By studying all consistent coloring models we discovered that the solution space in our case study changes

considerably when fixing different  input-values (+,-,0)  for 4 system proteins: HIF1A, CREBBP,  ARNT,
EP300. We explored the 3^4 possible sign configurations and observed that for some configurations the

problems appeared more constrained (135 coloring models and about 20 repairs), whereas, for others, the
problem is less constrained (more than 10^10 coloring models and about 9 repairs). For the more constrained

cases, we showed that the full enumeration of the consistent coloring models allowed us to quantify the sign
of several nodes, giving a different frequency of occurrence. However, for the less constrained cases, we

were unable to list the consistent patterns. Our focus now is on 3 configurations (from the 3^4), which are
close to the experimental data. For 2 of these configurations, Iggy offers the same sign as a prediction for the

15 enzymes. In order to observe a difference, we will test the impact on the predictions of using a more con-
strained logic in the sign constraints, such as the AND operator for signs.
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In UecenW \eaUV, Vingle-cell RNA-Veq (VcRNA-Veq) haV foVWeUed Whe XndeUVWanding of comple[
biological pUoceVVeV (e.g. cell diffeUenWiaWion, WXmoUigeneViV) and Whe XndeUl\ing cell heWeUogeneiW\. A
cUXcial VWep in Whe anal\ViV of VcRNA-Veq daWa iV Whe geneUaWion of a coXnW maWUi[ VXmmaUi]ing Whe
Vignal deWecWed foU all Whe geneV and all Whe cellV. The conWenW of Whe coXnW maWUi[ iV diUecWl\ dependenW
on Whe annoWaWion of Whe genome, aV onl\ VignalV coYeUing Whe annoWaWed geneV oU WUanVcUipWV aUe Waken
inWo accoXnW. VcRNA-Veq Vignal obWained ZiWh 10[ GenomicV Wechnolog\ iV limiWed Wo Whe 3¶ Uegion of
Whe WUanVcUipWV, Zhich ma\ lead Wo Vignal loVV, paUWicXlaUl\ in pooUl\-annoWaWed genomeV. FoU e[ample,
Whe annoWaWion of Whe chicken GallXV gallXV iV noW \eW aV compleWe aV foU Whe moVW VWXdied oUganiVmV,
VXch aV hXman oU moXVe [1]. In oUdeU Wo aVVeVV Wo Zhich e[WenW VXch incompleWe annoWaWion affecWV
VcRNA-Veq daWa anal\ViV, Ze pUopoVe a noYel appUoach Wo impUoYe VcRNA-Veq anal\VeV XVing
long-Uead bXlk WUanVcUipWome VeqXencing in maWching cell VampleV.

We pUodXced VcRNA-Veq daWa (10[ GenomicV / IllXmina) fUom chicken ceUYical Vpinal pUogeniWoUV aW
66 hoXUV of embU\onic deYelopmenW. AfWeU qXaliW\ filWeUing and alignmenW Wo Whe UefeUence genome
aVVembl\ (galGal6), Xp Wo 40% of Whe UeadV ZeUe noW inclXded in Whe coXnW maWUi[. ViVXali]ing Whe
aligned UeadV in a genome bUoZVeU UeYealed WhaW VignificanW VignalV fell oXWVide of VeYeUal knoZn
geneV, and ZeUe WhXV noW conVideUed in Whe coXnW maWUi[ (aV in Whe caVe of So[2, a ke\ maUkeU foU WhiV
VWXd\). YeW, Whe Vignal ZaV ofWen locaWed in Whe YiciniW\ of annoWaWed geneV. We WhXV conclXded WhaW loVV
of VcRNA-Veq Vignal ZaV dXe Wo incompleWe gene delineaWion, in paUWicXlaU  aW WheiU 3¶ e[WUemiWieV.
To addUeVV WhiV iVVXe, Ze geneUaWed bXlk long-Uead RNA-Veq (MinION O[foUd NanopoUe
TechnologieV, ONT) fUom VampleV maWching oXU VcRNA-Veq daWa, in oUdeU Wo delineaWe Whe WUanVcUipWV
Vpecific Wo WheVe cellV. ONT ZaV choVen aV iW enableV a VeqXencing of cDNAV fUom Whe 3¶ end, aV foU
10[ GenomicV / IllXmina daWa. We e[ploiWed Whe long-UeadV daWa Wo e[pand Whe UefeUence annoWaWionV
collecWed fUom NCBI and EnVembl. We haYe eYalXaWed YaUioXV WoolV enabling Whe geneUaWion of gene
annoWaWionV fUom aligned UeadV, VXch aV SWUingTie2 [2] oU Scallop [3], and VelecWed Whe moVW
appUopUiaWe oneV Wo bXild oXU pUojecW-Vpecific annoWaWion. The UeVXlWing annoWaWion combineV Whe
long-Uead bXlk daWa, Whe VcRNA-Veq UeadV, and Whe UefeUence annoWaWion. UVing WhiV noYel annoWaWion,
Ze ZeUe able Wo aVVign Xp Wo 87% of Whe UeadV aW Whe genome Vcale, compaUed Wo 60% XVing onl\ Whe
UefeUence annoWaWion. We aUe cXUUenWl\ eYalXaWing Whe impacW of WhiV h\bUid appUoach on Whe UeVXlWV of
doZnVWUeam VcRNA-Veq anal\VeV.

ThiV appUoach coXld be XVed Wo impUoYe VcRNA-Veq anal\VeV of oWheU pooUl\-annoWaWed genomeV, i.e.
Whe majoUiW\ of aYailable eXkaU\oWic genomeV, aW a UeaVonable coVW.
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Multiple m\eloma (MM) is a \et incurable disease characteri]ed b\ the e[pansion of tumoral plasma B
cells [1]. Natural Killer (NK) cells can recogni]e and kill MM cells in Yitro, and Ze preYiousl\ shoZed that
NK cells can limit MM groZth in YiYo in mouse models [2] These obserYations suggest that harnessing NK
cell actiYit\ could be a Yalid therapeutic strateg\ to improYe current anti-MM treatments, especiall\ neZ
MM-targeting anti-CD38 antibodies, Zhose efficac\ ma\ rel\ on NK cells. Yet, data on NK cell status in
MM patients are scattered, seYeral articles shoZ conflicting results and multiparametric anal\ses of NK cell
phenot\pe and functions during MM progression are missing [2]. To address these points, Ze inYestigated
the multimodal single-cell e[pression profile of a cohort of 10 MM patients and 10 health\ donors,
e[tracting bone marroZ and blood paired samples.

In this stud\, the multimodal single-cell e[pression profile of the samples Zas obtained b\ Cellular
Inde[ing of Transcriptomes and Epitopes b\ Sequencing (CITEseq) [3]. This protocol enables the
measurement of genome-Zide transcriptomes (man\ thousands of genes) and protein e[pression Zith a
selected panel of antibodies in single-cells. We linked multiple modalities of the cohort data Zith the Seurat
Y4 ZorkfloZ [4]. Trajector\ inference of the scRNAseq data Zas performed Zith Monocle Y3 [5]. Our results
reYealed major changes in the NK cell populations of MM patients compared to health\ donors. Notabl\, Ze
obserYed the e[pansion of NK cell clusters characteri]ed b\ loZ leYels of c\toto[icit\-related genes (Prf1,
CD16). These results Zere confirmed b\ floZ c\tometr\ in a retrospectiYe cohort of 180 MM patients
shoZing increased frequencies of CD16-/CD226- NK cells associated Zith a poor clinical outcome. Thus,
important NK cell modifications occur during MM deYelopment, Zith a potential association Zith MM
resistance to current therap\.
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1. IQWURdXcWiRQ 
We preYiousl\ presented the ProteINSIDE tool to the scientific communit\ [1,2]. ProteINSIDE Zas 

deYeloped to mine results from large lists of proteins or genes, and thus to e[tract meaningful biological 
knoZledge from ³omics´ datasets. The first Yersion of ProteINSIDE gaYe 4 t\pes of anal\ses or results: (1) 
identifiers conYersion plus an oYerYieZ of the biological information stored in public databases (NCBI and 
UniProt), (2) Gene Ontolog\ enrichment anal\sis, (3) proteins that are predicted as secreted b\ mammalian 
cells, (4) protein protein interactions. Since then, Ze haYe improYed this tool on man\ points, including an 
increase in the number of organisms considered, neZ functional enrichments (in addition to the GO ones) and 
the search for quantitatiYe trait loci. 

This neZ Yersion of ProteINSIDE is aYailable at the folloZing address:  
https://umrh-bioinfo.clermont.inrae.fr/ProteINSIDE_2/ 

2. IPSURYePeQWV 
The ZorkfloZ noZ uses the g:profiler API (Application Programming Interface) [3] for the conYersion 

module (g:conYert) and enrichment module (g:GOSt). The second Yersion of ProteINSIDE anal\]ed lists of 
identifiers from more than 600 organisms rather than those from the 6 species preYiousl\ targeted b\ the first 
Yersion. Functional enrichment anal\sis preYiousl\ focused on GO is noZ complemented b\ functional 
enriched anal\sis to find oYer-representation of information from seYeral databases: (Human Proteome Atlas, 
Human Phenot\pe Ontolog\, Kegg, miRTarBase, Transfac, Reactome and WikiPathZa\s).  

A neZ functionalit\ for protein protein interactions Zas added: the comparison betZeen multiple lists 
e[periments. For this, a user sends seYeral lists of proteins. Then, ProteINSIDE, Zith the help of Psicquic [4], 
searches for an\ interactions betZeen the proteins in these lists. The results are doZnloadable and can also be 
displa\ed on a netZork. 

A complete oYerhaul of the tool Zas carried out in order to haYe a simplest interface and best optimi]ation, 
in particular b\ paralleli]ing the calculations. NoZ the modules are independent of each other to alloZ the user 
to choose Zhich one to launch, in order to access to the results as soon as possible Zithout Zaiting for all the 
modules to finish running. For the Yisuali]ation of netZorks, c\toscape Zeb Flash Zas no longer supported 
and has been replaced b\ its JaYascript Yersion [5].  

Finall\, Ze added a fifth module, to search for quantitatiYe trait loci using AnimalQTLdb [6] for the boYine 
species onl\. 
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1 Introduction

During the oncogenic process, the malignant transformation of cells is associated with systematic

interconnected changes in the genome and the epigenome. The work of the EpiMed group at the

Institute for Advanced Biosciences has demonstrated that any malignant tumor aberrantly expresses

a number of genes which are normally silent in all adult non-germinal tissues and that these ectopic

expressions represent a unique source of biomarkers and potential therapeutic targets. An aberrant

activation of several of these genes in cancers is systematically associated with a shorter patient

survival prognosis [1,2]. We present here a new open source Python tool “ectopy” [3] allowing to

robustly identify candidate prognosis biomarkers based on ectopic expressions in a machine learning

approach. It aims to identify the most aggressive forms of cancer.

2 Method and Results

Our biomarker discovery strategy can be applied to omics data of gene expression or gene abun-

dance (transcriptome, proteome) to search a robust association with survival. In the first step of

our method, we identify, among the tissue-specific genes, those which are aberrantly activated in the

studied cancer in more than 10% of tumoral samples. In the second step, we define a robust threshold

of activation for each gene by exploring a range of possible thresholds, from 10th to 90th percentile

of expression levels. Each threshold is tested for its ability to discriminate between two groups of

tumours, respectively of low and high expressions, corresponding to significantly di↵erent survival

probabilities. The robustness of the thresholds is estimated using randomized k-fold cross-validations.

We then select a number of candidate biomarkers robustly associated with survival probability to

create a prognosis tool by combining them together. Finally, we stratify the tumours according to the

number of gene activations among this subset of selected markers. An application of this method to

define a prognosis tool in breast cancer is shown in the figure below. A panel of five prognosis biomark-

ers were identified using the “ectopy” software in the TCGA-BRCA training dataset and successfully

validated in two independent test datasets E-MTAB-365 and GSE25066. The patients for whom none

of the five genes were activated (blue line) have a significantly higher disease-free survival probability

than the patients for whom one or more genes were simultaneously activated (red and black lines).
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The Archaeal Thermococcales order comprises anaerobic hyperthermophilic organisms with 
some of them additionally barophilic. Based on the phylogeny of their 16S rRNA genes, 
Thermococcales have been ranked into three genera: Pyrococcus, Thermococcus and Palaeococcus 
[1]. These archaea all harbor small, fast evolving genomes and a number of integrated of self-
replicating mobile genetic elements [2–4]. Due to the combined effort of different teams, several 
isolates are now genetically tractable and used as valid genetic models to investigate the 
extremophilic way of life. 

With our complete genomic sequencing of 69 new Thermococcales genomes (55 
Thermococcus, 12 Pyrococcus and 2 Palaeococcus), the total number of available Thermococcales 
genomes is now in excess of 100. The size, quality and completeness of this closed chromosomal 
sequences is making of these organisms one of the most represented archaeal order so far. The 
complete Thermococcales genomic dataset was analyzed using number of bioinformatics 
investigating techniques, core genome phylogeny, Average Nucleotide Identity (ANI) of the 16S or 
to the global genome (FastAni), the standardized microbial taxonomy approaches based on phylogeny 
developped for the Genome Taxonomy Database GTBD and all these analyses will be compared and 
linked to our biogeography analyses.  

These analyses will be compared and linked to our biogeography analyses.  The different 
approaches used in our deep comparative analysis concurred in unambiguously ranking all 
Thermococcales genomes into three genera differing significantly from the current classification 
based on 16S rRNA gene sequences. If the Pyrococcus genus remains unchanged, the extent of 
Thermococcus genus has been revisited with a number of genomes now belonging to the 
Palaeococcus genus. 

The redefinition of the concepts of genus and species proposed here allowed the precise 
characterization of an entire archaeal order. The principles described in this work could be extended 
to rank accurately any groups of prokaryotic organisms for which a sufficient number of complete 
genomic sequences are available. 
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Genes lacking homology in other species are systematically found in newly-sequenced genomes. These 
so-called orphan genes include genes that diverged extensively from pre-existing ones but also genes 
that evolve de novo from DNA of non-genic origin. [1] 

The objective of this study was to investigate de novo gene birth in the genomes of plant-parasitic 
nematodes of the Meloidogyne genus. The choice of this model is due to the availability of high quality 
genomes and preliminary results suggesting the presence of a large number of orphan genes. Seven 
species of this genus were studied: M. arenaria, M. enterolobii, M. floridensis, M. incognita, M. 
graminicola, M. hapla, and M. javanica.  

From the 348,320 protein sequences predicted in the seven Meloidogyne genomes, 115,713 lacked 
homology in any other nematode and were thus specific to this genus, according to a Nematoda phylum-
wide OrthoFinder analysis [2]. Using RSEM on RNA-seq data available for four of the Meloidogyne 
species; we confirmed that 43,774 proteins (or their homologous sequences) had corresponding genes 
supported by transcriptomic data. These 43,774 proteins were all considered as encoded by potential 
µIXQcWLRQaO¶ orphan genes. A Diamond homology search revealed that 90% of these proteins had no 
further homology in the NCBI¶V nr database suggesting these 39,507 sequences are eQcRded b\ µtrue¶ 
orphan genes. A maximum parsimony ancestral state reconstruction with Mesquite was then performed 
to determine the timing of appearance of each orphan gene in the Meloidogyne phylogeny. A large 
proportion of the identified orphan genes emerged in a common ancestor of the species M. arenaria, M. 
enterolobii, M. floridensis, M. javanica and M. incognita, all belonging to the Meloidogyne clade 1. We 
then searched for potential de novo genes specific to clade 1 using the closely-related M. hapla (clade 
2) and M. graminicola (clade 3) as outgroup species. The protein sequences coded by the 32,273 clade 
1 orphan genes were aligned on the genomes of M. hapla and M. graminicola using the Exonerate tool 
[3]. A total of 8,652 proteins aligned with at least 30% coverage and 30% identity (according to species 
specific thresholds previously determined) on the genomes of M. hapla and / or M. graminicola, while 
no gene was predicted at these loci. These clade 1-specific genes could thus be traced back to non-genic 
regions in these genomes and probably represent de novo gene birth events. Analyses were done to 
detect the events that allowed the transition from a non-genic sequence to a de novo gene (elimination 
RI STOP cRdRQV, PRdLILcaWLRQ RI VSOLcLQJ VLWeV «). 

Considering their number, de novo gene birth events have had a significant impact in the evolution of 
the Meloidogyne genus genomes. One might wonder about the biological impact of de novo gene birth. 
Insofar as they are specific to Meloidogyne, a part of these genes could be involved in plant parasitism 
mechanisms. 

[1] van Oss et al., De novo gene birth. PLoS Genetics, 2019, 15(5) 

[2] Emms DM et al., OrthoFinder: Phylogenetic orthology inference for comparative genomics. Genome 
Biology, 2019, 20(1) 

[3] Slater et al., Automated generation of heuristics for biological sequence comparison. BMC 
Bioinformatics. 2005, 6 (31) 
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Studies in regulatory genomics are mostly based on datasets produced by in vivo techniques at the genome-
wide scale, such as ChIP-seq, ATAC-seq, CLIP-seq, etc. These epigenomic experiments yield thousands of 
genomic regions with sizes (typically >200 bp) larger than transcription factor (TF) binding sites (TFBSs, 
typically 5-30 bps). Thus, for such datasets that are far from the base-pair resolution, motif analysis is required 
to uncover the binding specificity of the profiled TF, to predict their potential cofactors, and to infer the precise 
locations of the TFBSs within these larger regions. 

Nine years ago, we introduced peak-motifs [1,2], a time-efficient computational workflow designed for the 
analysis of ChIP-seq and similar epigenomic datasets, e.g. ATAC-seq, CLIP-seq, etc. This workflow  is 
included in the user-friendly Regulatory Sequence Analysis Tools (RSAT, www.rsat.eu) [3] software suite. 
The RSAT peak-motifs performs de novo motif discovery from the provided sequences, compares the 
discovered motifs with user-provided or public motif databases, predicts TFBSs locations and creates custom 
tracks of the putative sites for UCSC browser visualization. Furthermore, peak-motifs can be used for 
differential motif analysis between two datasets to discover dataset-specific motifs. 

Encouraged by the wide use of peak-motifs, we are now introducing peak-motifs2, a novel major release of 
RSAT peak-motifs. In peak-motifs2, the input web-form was re-designed to enhance user navigation and 
accessibility. In addition to peak sequences, a BED file can now be provided as an input, and users can choose 
to automatically retrieve the corresponding genomic sequences from an organism available at UCSC or locally-
installed in RSAT. Low-complexity regions can be masked to prevent the generation of spurious motifs. 
Clustering of discovered motifs is performed to produce non-redundant motif collections. Positional 
distributions of predicted TFBSs in the sequences are computed to assist in ranking the discovered motifs. 
Finally, the HTML result report now takes the form of a dynamic dashboard to enhance biological 
interpretability of discovered motifs and to accommodate the new motif analysis results and features. The tool 
peak-motifs2 is still in development, available at http://rsat-tagc.univ-mrs.fr/rsat/. The RSAT suite can be 
downloaded from https://github.com/rsa-tools/. 
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1 Context

Nowadays, new sequencing technologies give access to a great and growing quantity of genomic

data. New methods and tools have to be developed to process and analyze this much information e↵ec-

tively .Those new technologies also provoke a paradigm switch in our approach of analyzing genome.

Instead of comparing data to an unique reference genome, we can now compare data to a pangenome.

[1] Moreover, latest pangenomic studies showed the limit of the traditional reference genome approach

used until now for agronomic purposes. The concept of pangenome has been introduce in 2005 by

Tettelin et al [2] in a bacterial study, he defined the pangenome by categorizing three parts:

- Core genome for genes present in all strain,

- dispensable (or shell) -genome for genes absent in at least one strain

- and unique (or cloud) genome for genes present in only one strain.

The expanded definition now considers that a pangenome is a set of genomics sequences to be

analyzed or served as a compliant reference and which integrates information on genomics structural

variations between di↵erent varieties, groups of individuals or individuals of the same species. Studies

using a pangenomic approach mainly use pipeline of tools[3] in order to build and analyze pangenome,

Stand-alone tools are in active development during last years but the size and the complexity of plant

genomes make it challenging.[4]

2 Purpose

Facing the diversity of pipeline approaches and stand-alone tools, often designed for microbial

pangenomics, we are exploring multiple solutions through benchmarking. We expect to propose to

plant molecular breeders and plant bioanalysts the optimal solution(s) to shift their analyzes from

reference genomes to pangenomes in order to support their work on crop varietal improvement and

evaluation.
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TLWOH: CRQW-ID: GHWHFWLRQ RI FURVV-FRQWaPLQaWLRQ LQ PHWaJHQRPLF GaWa

JRKaQ RROOLQ1,2 / WHL RRQJ1 / SpEaVWLHQ MaVVaUW1

1.POaQW PaWKRORJ\ LaERUaWRU\, TERRA, GHPEORX[ AJUR-BLR THFK, UQLYHUVLW\ RI LLqJH,
GHPEORX[, BHOJLXP
2.DNAVLVLRQ, GRVVHOLHV, BHOJLXP

KH\ZRUGV: YLUXV, ELRLQIRUPaWLF, HTS, FURVV-FRQWaPLQaWLRQ

POaQW YLUXVHV FaXVH a OaUJH SaUW RI WKH HPHUJLQJ SOaQW GLVHaVHV aQG SRVH a JUHaW
WKUHaW WR aJULFXOWXUaO FURSV ZRUOGZLGH. INEXTVIR MaULH-CXULH TUaLQLQJ NHWZRUN
SURSRVHV WKH XVH RI HLJK-TKURXJKSXW SHTXHQFLQJ (HTS) WHFKQRORJLHV IRU VWXG\LQJ
WKH YLURPH RI aJULFXOWXUaO FURSV aFURVV EXURSH.
IQ WKH IUaPH RI WKaW SURMHFW, ZH H[SORUHG WKH LVVXH RI FURVV-FRQWaPLQaWLRQ LQ YLUXVHV
LQ PHWaJHQRPLF GaWa. WLWK WKH LPSURYHPHQW RI ELRLQIRUPaWLF PHWKRGV WR GHWHFW
YLUXVHV LQ WKHVH GaWa, ZH QRZ KaYH VRPH FaVHV ZKHUH WRROV (NUaNHQ, NaLMX «) FaQ
ULJKWIXOO\ SUHGLFW VRPHWKLQJ WKaW LV REYLRXVO\ ZURQJ IURP a ELRORJLF SHUVSHFWLYH
EHFaXVH RI FURVV-FRQWaPLQaWLRQ. We used controlled biological sequences generated in our
own laborator] to test the detection of viruses (originating from cross-contamination or not) with
known indexing status. Then, based on this dataset, we selected alternative strategies to
rightfull] predict the status of virus detection in these samples: infection or contamination.

WH SUHVHQW CRQW-ID, a PHWKRG GHVLJQHG WR FKHFN IRU FURVV-FRQWaPLQaWLRQ LQ YLUXVHV
SUHYLRXVO\ LGHQWLILHG LQ PHWaJHQRPLF GaWaVHWV. IW UHOLHV RQ a VLPSOH SULQFLSOH, HYHU\
VaPSOH LQ a VHTXHQFLQJ EaWFK VKRXOG KaYH EHHQ SURFHVVHG WKH VaPH Za\ ZLWK aW
OHaVW RQH aOLHQ FRQWURO. CRQW-ID LV aQ RSHQ-VRXUFH S\WKRQ VFULSW WKaW ZLOO EH aYaLOaEOH
(RQJRLQJ SXEOLFaWLRQ). IW XVHV a GHFLVLRQ WUHH WR FOaVVLI\ HYHU\ VSHFLHV SUHGLFWLRQ RQ
HYHU\ VaPSOH RI WKH VHTXHQFLQJ EaWFK LQWR (WUXH) LQIHFWLRQ, (FURVV) FRQWaPLQaWLRQ.
TKH PHWKRG XVHG VHHPV WR ZRUN UHJaUGOHVV RI WKH KRVW (IUXLW WUHH, JUaVV, KXPaQ,
aQLPaO «) RU WKH VHTXHQFLQJ WHFKQRORJ\ XVHG (GVRNA, TRWaO-RNA, SPaOO-RNA ...)
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Pearl millet is a cereal cultivated in sub-Saharan Africa, India and South Asia and is the staple food
for more than 90 million farmers. The richness of its grains in protein, micronutrients and fibers
makes Millet a particularl\ interesting agronomic crop. This plant species is also adapted to arid soils
and high temperatures. Thus, research projects aiming to improve this crop¶s productivit\ and
resilience ma\ help societ\ to adapt to climate changes and contribute to greater food securit\.

The Pearl millet reference genome is composed of 7 chromosomes for a 1.79 Gb, Zith a percentage of
repetitive DNA above 80% [1]. Genomic association studies conducted previousl\ in our laborator\
led to the identification of a large structural variation (SV) concerning tZo thirds of chromosome 3
and spanning a 200 Mbases. Self fertili]ation studies revealed that recombination is suppressed in this
region. Given that inversions prevent recombination, the h\pothesis has been made that the SV ma\
be a large chromosomal inversion. Moreover, Zhile this SV appears to be lethal in homo]\gous state,
plants carr\ing the h\pothetical inversion on onl\ one cop\ of chromosome 3 displa\ advantageous
and adaptive traits.

In order to characteri]e this large structural variant, optical maps from several genot\pes Zere
generated Zith the Saph\ S\stem from Bionano Genomics, some of them carr\ing the potential
inversion on one cop\ of chromosome 3. Optical mapping is a technique Zhich enables identification
of short sequence motifs on long DNA molecules ranging from 0.1 to 2 Mbases. The average
molecule length of optical maps (a 225 Kbases) being greater than the read lengths from both short
and long read sequencing, the\ can span genomic regions usuall\ difficult to stud\ Zith sequencing
data. Assembl\ of these raZ molecules leads to the generation of contiguous and up to hundred
megabases scale representations of genomes. Thus, optical maps can be used to improve genome
assemblies, and especiall\ to assist the scaffolding process of sequence contigs. This technique can
also complement sequencing technologies for detecting large and comple[ genomic SVs [2].

We used tZo alignment tools, Refaligner from Bionano and OMBlast [3], to anchor large optical maps
to the Pearl millet reference genome. Our aim is then to detect a potential large chromosomal
inversion comparing the optical maps from different genot\pes aligned to chromosome 3. Aligning
optical maps is hoZever different from aligning genomic sequences, and ver\ feZ tools are currentl\
available for data qualit\ control and anal\sis, as Zell as for detecting SVs. Making use of these
promising data is therefore not an eas\ task, especiall\ Zith the comple[it\ of plant genomes.

RefeUenceV
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AbVWUacW 
Hori]ontal gene transfer (HGT) is the transmission of genetic material b\ other Za\s than vertical transfer 
Zhich is the natural inheritance of genes from parents to their offspring. 
Although the phenomenon has been knoZn for long betZeen bacteria as a major mechanism of evolution and 
adaptation (e.g. antibiotic resistance), the occurrence of HGT in eukar\otes is still a matter of debate.  
In the last feZ \ears, several publications have described genes of bacterial or fungal origin [1] but also of 
plant origin [2,3] acquired b\ hori]ontal transfer in Bemisia Wabaci, one of the most globall\ significant crop 
pests. These Zere the first HGT events described from plants to animals [2,3]. 
The goal of our research Zas first to validate these results using a different approach. In a first step, the 
Alienness tool [4] Zas used to identif\ putative HGT events from the B. Wabaci MEAM1 strain proteome 
available on the Whitefl\ Genome Database [1]. Alienness calculates an Alien Inde[ score (AI) based on the 
E-value gap betZeen the best non-meta]oan and the best meta]oan blast hits. We identified 752 genes Zith an 
AI score above 0, among Zhich 157 Zere possible HGT (0<AI<14), 405 likel\ HGT (AI>14 and identit\ 
percent under 70), and 190 likel\ contaminations (AI>0 and identit\ percent above 70).  
Then, Ze used AvP (Alienness vs Predictor) to stud\ the ph\logen\ of each case and select the most likel\ 
HGT events. Among the putative HGT predicted b\ Alienness, 495 Zere classified as µStrong HGT support¶ 
b\ AvP and, among them, 152 Zere of Viridiplantae origin. These included the genes described in the literature 
[2,3], among Zhich BtPMaT1 encoding a phenolic glucoside malon\l transferase pla\ing an important role 
in [enobiotic compounds deto[ication. We also identified a pectin meth\lesterase coding gene of plant origin 
Zhich constitutes a huge advantage for a ph\tophagous specie like B. Wabaci because it is involved in the pecto-
cellulosic plant cell Zall degradation. 
To strengthen HGT h\potheses and rule out the possibilit\ of contamination, Ze checked the presence of the 
genes of interest in the genomes of tZo other B. Wabaci strains using OrthoFinder[5]; Zhich alloZed classif\ing 
the quer\ genes in orthogroups. As an outgroup species, Ze chose the pea aphid Ac\rWhoc\phon pisXm. All our 
putative HGT events Zere shared b\ at least tZo B. Wabaci strains, discarding the contamination h\pothesis. 
Finall\, Ze used GoFuncR [6] to identif\ significantl\ enriched functions in the set of proteins acquired b\ 
HGT according to AvP. Among the interesting enriched GO terms; Ze found the term µtransferase activit\¶ (11 
proteins including the BtPMaT1 gene) and µo[\doreductase activit\¶ both related to deto[ication of [enobiotic 
compounds. 
Overall, our anal\ses confirmed HGT events of plant origin in the genome of B. Wabaci but also alloZed 
identif\ing neZ HGT cases from different non-animal origins that Zill deserve further studies in the future. 
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DNA methylation is one of several epigenetic mechanisms that cells use to control gene expression.
Since many cancers have low levels of DNA methylation compared to most mammalian somatic tissues
[1,2], we want to investigate the implication of DNA methylation as a key regulator of gene expression
contributing to cancer development [3,4]. The first objective of this study is to group genes according
to the three following characteristics: i) CpG density of their promoter region, ii) level of methylation
of the promoter region in normal tissues, iii) level of expression in a demethylating context. The aim
is to define a set of genes whose promoter region is CpG-rich and widely methylated in most tissues
and whose expression is up-regulated in a demethylating context. The second objective of this study is
to investigate whether this subset of genes could be enriched in cancer aggressiveness biomarkers. To
investigate the first question, we are developing dmethr (http://github.com/fchuffar/dmethr/), a
three-step dedicated pipeline, and apply it on publicly available datasets.

1st step: genomic regions surrounding the TSS of RefSeq genes (TSS +/- 2.5kb) are divided into
100bp-length bins. We compute the CpG density of the defined bins and obtain a matrix of 26067
genes and 25 bins. From this matrix, a PCA on genes separates 15928 CpG-rich and a 10139
CpG-poor associated genes.

2nd Second step: CpG-rich associated genes are clustered according to their methylation status in a
publicly available dataset of normal tissues (GSE56515, GSE48472, GSE64096, GSE50192, GSE31848,
GSE73375). We obtain a matrix of 166894 methylation probes and 370 samples. The 166894 methy-
lation probes are mapped to the genomic regions surrounding the TSS of 14901 CpG-rich genes. The
370 samples are also mapped to the 30 healthy tissues. The initial methylation signal is then re-
duced by successively computing the average methylation by tissue and by gene. A matrix of average
methylation values is obtained for 14901 genes and 30 tissues. A hierarchical clustering on this matrix
reveals a set of 859 CpG-rich genes widely methylated in healthy tissues.

3rd step: A di↵erential analysis of gene expression in control vs. demethylating context is per-
formed. Two public expression datasets are selected for this analysis: i) RNA-seq from wild type
(control) versus DNMT double KO HCT116 cells (colon cancer cells, GSE45332), ii) transcriptomic
microarray from control and 5-azacytidine treated lung cancer cell lines (GSE5816). A Gene Set En-
richment Analysis [5] of these transcriptomic signatures confirms that they are significantly enriched
in CpG-rich genes widely methylated in healthy tissues. Using a cut-o↵ of adjusted p-value > 0.05
and foldchange > 2 we obtain 189 CpG-rich genes widely methylated in healthy tissues and
upregulated in a demethylating context. We now plan to look for the association between the
expression of these genes and prognosis in The Cancer Genome Atlas dataset [6].
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1 Introduction 

DNA methylation  differences  among  individuals  can  be  identified  through  Whole  Genome  Bisulfite

Sequencing. To analyze the substantial amount of data generated by this technique, several tools have been

developed, yet most of them operate in a command line fashion, require some expertise and/or cover only a

part of the whole process. The purpose of this work is to provide a user-friendly tool that can analyze data in

bulk and provide reproducible and easily accessible results. 

2 Methods 

The snakemake [1] workflow relies on Trimmomatic [2] for reads quality control and adapter trimming. It

prepares the genome by indexing it  with Bismark [3] which also takes care of alignment and generates

methylation reports (CX-reports) and other useful files that can later on be viewed in a self hosted Jbrowse2

instance [4]. We also convert methylation calls to CGmaps as per MethGET’s [5] specifications for later use.

We use DMRcaller [6] to identify Differentially Methylated Regions and some in-house scripts to correlate

DMRs with close genes.  Lastly,  overall  quality statistics and reports are generated by FastqQC [7] and

Bismark and then merged into a MultiQC [8] report. A local MongoDB is deployed upon installation and

keeps track of all analyses, which lets users directly access their data, and view configuration profiles and

other important metrics.

3 Results 

We  present  BiSePS,  a  Snakemake  [1]  Pipeline  wrapped  inside  an  Electron  Desktop  Application,

compatible with Linux, Windows and Mac-OS that tackles the DMR identification task from A to Z.
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In Eukaryotes, RNA splicing is a process by which introns are excised from pre-mRNAs and

exons are joined together to form mature mRNAs. Through the selection of distinct 3’ and 5’ splice

sites,  alternative  splicing  can  produce  different  mRNAs  originating  from the  same  gene.  This

process  dramatically  expand  the  proteome  and  it  is  now estimated  that  about  95% of  human

multiexon genes undergo alternative splicing [1].

By generating mRNAs with different coding sequences, alternative splicing complexify the

proteome and is central in the development of tissue-specific gene expression programs. Muscle,

brain, epithelial development for example, dramatically rely on controlled programs of alternative

splicing to produce proteins that are almost unique to these tissues. Conversely, misregulation of

alternative splicing may lead to many diverse pathological consequences [2].

The  regulation  of  alternative  splicing  is  highly  dependent  upon  RNA binding  proteins

(RBPs) that through specific association to regulatory elements located in the pre-messenger RNA

sequence dictate the splicing outcome [3]. The identification of these splicing regulators and their

RNA targets is therefore central for the understanding of the mechanisms of gene expression in

normal and pathological context. Hundreds of RBPs are expressed from the human genome and

despite  the  existence  of  powerful  biochemical  methods  it  is  a  daunting  task  to  experimentally

identify specific RNA/RBP interactors,

From RNASeq data, alternative splicing is most precisely defined by the existence of reads

that overlap the exon/exon junctions created during the splicing process. Quantification of such

junction reads may serve as a base to quantify each splicing event in the cell or tissue. The GTEX

portal [4] offers thousands of human RNAseq data originating from 55 tissues with such junction

reads information available. The portal also offer gene expression data. By combining the analysis

of junction usage and RBP expression among thousands of GTEX samples from diverse tissue

origin, we aim to identify RBPs that are the most correlated to specific alternative splicing events of

biological importance. As a proof of concept, we focused on the analysis of alternative splicing

events  with  experimentally  validated  RBPs  regulators  to  assess  the  results  of  the correlation

analysis.

We envisage that  this  correlation  analysis  will  allow use  to  prioritize  the  RNA binding

proteins  potentially  involved  in  the  regulation  of  specific  alternative  splicing  event  before  we

experimentally validate the causal relation between RBPs and specific alternative splicing events.
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Advances  in  next-generation  sequencing  techniques  have  in  the  last  decade  revolutionized  the  field  of

archaeogenetics  by  allowing the retrieval  of  whole genome sequencing data from ancient  remains  in  a

somewhat  reliable  manner.  Hence,  increasing  attempts  to  unveil  genetically  related  individuals  among

ancient  burial  grounds,  charnels  and  necropolis can now be found scattered around scientific  literature.

Conjointly, a handful of recently published statistical methods now claim their ability to accurately estimate

genetic  relatedness  between  past  individuals,  while  making  do  with  the  characteristic  patterns  of  post-

mortem damage and the extremely low sequencing depths typically recovered from ancient DNA. However,

while gaining a firm grasp on the limits of these novel methods is a paramount precautionary step to safely

interpret their results, a formal comparison regarding their respective predictive power and biases has to our

knowledge never been published in literature.

In light of this, we implemented a scalable and reproducible Snakemake pipeline that is aimed at conducting

a standardized comparative analysis between three published ancient DNA genetic relatedness estimation

methods: READ, TKRelated and Grups [1,2,3]. Using Ped-sim [4], our pipeline carries out whole-genome

pedigree simulations starting from randomly selected present-day individuals of the CEU population [5]. The

resulting data is  then artificially decayed to mimic ancient DNA sequencing data using Gargammel [6].

Following the  current  best  practices,  our  pipeline  finally  performs data  pre-processing  and attempts  to

reconstruct genetic relatedness within each simulated pedigree, using our candidate methods.

To unveil the predictive biases that these methods may have and delineate the minimal required conditions

for their proper usage, these simulations were performed under five scenarios of average sequencing depths,

ranging  from  0.01  to  1X  (n=50),  thus  enabling  us  to  obtain  comparable  estimates  of  the  sensitivity,

specificity and general  classification performance of each method. Our study not  only unveils a lack of

specificity  from  TKRelated  and  Grups  at  such  low  sequencing  depths,  but  equally  demonstrates  that

estimating genetic relatedness between ancient individual remains a feasible prospect when using READ,

with as few as 1700 overlapping SNPs and with a negligible risk (<1%) of obtaining false positive results.
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IRCM, Université de Montpellier, ICM, INSERM, F-34298 Montpellier, France

Corresponding author: pauline.marie@etu.umontpellier.fr

Protein phosphorylation acts as an e�cient switch controlling deregulated key signalling pathways

in cancer. In computational biology, prior knowledge networks can be extracted from pathway ori-

ented interaction databases by using pathway enrichment methods. But this may promote well-known

proteins and disadvantage less-studied proteins. Furthermore, prior networks contain redundant inter-

actions. To overcome these issues, our team developed Phos2Net, a bioinformatics tool for identifying

paths that connect signalling proteins to their targets in specific contexts [1,2]. Phos2Net suggests

potential e↵ective pathways that could explain cancer cell phenotypes such as proliferation or motility.

The computational pipeline is publicly available (http://doi.org/10.5281/zenodo.3333687).

This tool starts by building the prior knowledge network, containing all the pathways enriched in

di↵erentially phosphorylated targets, using KEGG and Pathways Commons databases. Secondly, it

relies on two graph theory algorithms (random walk with restart method and Dijkstra’s shortest path

algorithm) to select biologically relevant paths in this network. The potency of the tool was tested

on various phosphoproteomic data (involving well-known tyrosine kinase SYK or PIK3CA kinase and

unfamiliar SRMS kinase) [1,2].

As the tool was only available on Linux operating system, the first aim of this work is to extend

the portability of the tool by the creation of an executable program working on Windows. This

requires the translation into Python language of parts of the original code written in others languages.

More specifically, we exploite SciPy and NumPy libraries. We hope this development will o↵er a

better visibility to this tool. The second aim is to integrate a new option based on Cancer Cell Line

Encyclopedia [3] in order to take in account the di↵erences between various cancer cell lines in terms

of presence or absence of network proteins. We modify the interface to allow users to select the cell

line they are interested in. This option indicates the proteins present in the network which are not

been detected as expressed in the selected cancer cell line from [3].
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TKH UHF\FOLQJ RI PaFURaOJaO bLRPaVV LQIOXHQFHV WKH IXQFWLRQLQJ RI FRaVWaO HFRV\VWHPV. IW UHOLHV KHaYLO\ RQ
SLRQHHU baFWHULa FaSabOH RI aWWaFNLQJ LQWaFW aOJaO WLVVXHV aQG UHOHaVLQJ GHJUaGaWLRQ SURGXFWV LQWR WKH ZaWHU
FROXPQ. IQ WKLV SURMHFW, ZH H[SORUH WKH SUHVHQFH RI VRPH RI WKHVH SLRQHHU baFWHULa RI WKH JHQXV ZRbeOOLa LQ
PaULQH, FRaVWaO RU aOJa-aVVRFLaWHG PHWaJHQRPHV.

MHWaJHQRPLF OLbUaULHV IRXQG LQ SXbOLF GaWabaVHV MAGQLI\ RU IMG/G ZLWK Wa[RQRPLF RU IXQFWLRQaO PaWFK WR
ZRbeOOLa ZHUH LQLWLaOO\ VHOHFWHG. RHaGV aVVRFLaWHG WR WKH JHQXV ZRbeOOLa ZHUH GHWHFWHG XVLQJ KUaNHQ2
VRIWZaUH, aQG WKH UHOaWLYH abXQGaQFH RI ZRbeOOLa LQ HaFK PHWaJHQRPH ZaV HVWLPaWHG ZLWK BUaFNHQ. RHaGV
ZHUH WKHQ aVVHPbOHG (PHWaSPAGHV) aQG aQQRWaWHG (PURNNa) WR YHULI\ WKH SUHVHQFH RI WKLV baFWHULaO JHQXV aQG
VWXG\ LWV IXQFWLRQV. TKLV bLRLQIRUPaWLF PHWKRGRORJ\ KaV SURYHQ LWV HIIHFWLYHQHVV b\ UHYHaOLQJ WKH SUHYaOHQFH
RI baFWHULa RQ WKH VXUIaFH RI PaFURaOJaH, KLJKOLJKWLQJ WKH VSHFLaOL]aWLRQ RI WKH IOaYRbaFWHULXP IRU aOJaO
GHJUaGaWLRQ.

AQaO\VHV ZHUH FRQGXFWHG b\ VHYHUaO BaFKHORU VWXGHQWV GXULQJ WKHLU WXWRUHG RU LQWHUQVKLSV SURMHFWV LQ FORVH
FROOabRUaWLRQ ZLWK  WKH ABLMS IFB SOaWIRUP aQG ORFaO UHVHaUFK WHaP.
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The Lactobacillus genus comprises 261 species displaying a great diversity of genotypes, pheno-
types and habitats, some of them exhibiting key importance in food, biotechnology and therapeutic
applications. The initial taxonomy of lactobacilli, mostly based on phenotyping traits and chemotax-
onomic criteria such as DNA-DNA hybridization, was recently revised using a comparative genomics
approach, leading to the creation of 23 novel genera [1]. In this context, the International Center
for Microbial Resources dedicated to food associated bacteria at INRAE (CIRM-BIA) has recently
decided to explore and characterize the genomic and functional diversity of a collection of 250 food
associated strains from 21 species reflecting the three major lifestyle categories (free, commensal,
nomadic) known for this group.

In order to analyze this dataset, we first designed a Snakemake bioinformatics workflow [2] allowing
the fine characterization of the quality of genomic data, the assembly and annotation of genomes, and
the analysis of genomic diversity of the 250 Lactobacillus strains, both at inter and intra-species levels.
We computed di↵erent phylogenetic trees to evaluate and represent the dataset diversity at di↵erent
scales, but also to enable metadata integration and evaluation of the relevance of the new taxonomy
of lactobacilli on our dataset. We are currently working on the comparison of the gene content of the
250 assemblies to analyze the metabolic potential of this bacterial group through the construction of
the pan-genome of the di↵erent species.

The work is still in progress and the poster will present the first results we obtained on phylogenetic
trees constructed either using genomic distances such as MASH [3] or from phylogenomics approaches
based on the core-genome alignment, and represented using the ggtree R package [4].
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Recent cancer-related epigenome studies have highlighted the main role of epigenetic modifications

during tumorigenesis. Notably, variations of DNA methylation in cancer are closely associated with

abnormal gene expression and oncogenic processes. Although universal systematic epigenetic deregu-

lation patterns have been revealed in cancer, pan-cancer methylation studies of large-scale methylation

data also indicates that di↵erential methylation patterns vary significantly among cancers. Despite

their crucial biological and clinical relevance, the constraints underlying DNA methylation variation

remain poorly understood. In this work, we aim to investigate the robustness and sensitivity of DNA

methylation patterns to environmental variations and oncogenic processes.

We addressed this question by applying a systematic statistical analysis on DNA methylation

(Illumina Infinium methylation EPIC BeadChip) issued from multiple replicates of HCT 116 human

colorectal carcinoma cell line under normal condition or under serum deprivation stress. First, we built

an epigenome-wide association study (EWAS) and combined the resulting spatially correlated P-values

to identify conserved and di↵erentially methylated regions. We then assessed the variance of DNA

methylation probes in those regions using biostatistical models accounting for uneven methylation

data structure across the genome.

This should allow the identification of typical patterns of noise in DNA methylation signal, cor-

responding to epigenomic region less constrained and more prone to change under environmental or

physiological perturbations, such as oncogenic processes. We then intend to evaluate the impact of

these epigenetic hotspots on gene expression and to propose models that interpret or predict function-

ally meaningful cancer epigenetic “hot” domains. The results obtained will be correlated with clinical

data (prognosis, cancer predisposition, treatment response, etc).
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EXphaXsiids, commonl\ called "krill", are the main pre\ of marine predators sXch as seabirds, fish or
marine mammals, and the\ represent both a direct link betZeen the e[treme leYels of the food chain and its
pillar. The\ are as Zell a good organism model in terms of geographical diYersit\ and latitXdinal distribXtion
Zithin the oceans to stXd\ the diYersit\ of ph\siological adaptations to temperatXre.

Indeed the geographic distribXtion of ectothermic species is determined in part b\ temperatXre, as seems
to be eYidenced b\ the distribXtion of species along the latitXdinal thermal gradient and the bath\metric
sinking of boreal marine species along this gradient [1, 2]. In addition to the species-specific eYolXtionar\
histor\, Xnderstanding the ph\siological mechanisms Xnderl\ing this temperatXre-dependent distribXtion
shoXld help e[plain the cXrrent distribXtion of species bXt also predict hoZ global Zarming is likel\ to
impact species Zhere the\ occXr and hoZ the\ Zill be able to cope [3, 4].

With 85 species, the EXphaXViidae is the largest famil\ in the order EXphaXViacea (86 species).
We present in this stXd\ the constitXtion of the first genomic resoXrce of annotated transcriptomes of

EXphaXsiidae coYering a Zide spectrXm of species (17 species).
All datasets Zere assembled and anal\]ed Xsing the same ZorkfloZs dedicated to de noYo assembl\ and

fXnctional annotation.
The assembl\ ZorkfloZ inclXdes eYalXation, filtering and trimming of raZ data as Zell as de noYo

assembl\ and eYalXation of assembled transcripts. Indeed, assemblies Zere first performed jointl\ Zith
Trinit\ and rnaSpades, then selected for EXphaXsiiDB based on remapping rates (Salmon), BUSCO
completeness rates (against eXkar\otadb10 and arthropodadb10 databases) and aYerage contig length. The
annotation ZorkfloZ Zas therefore mostl\ performed on rnaSpades transcriptomes. We predicted proteins
Zith transdecoder and fXnctional annotation is done Zith Interproscan, Diamond (Ys. Uniprot/SZissprot,
Uniref90) tools. We also performed an rRNA search Zith the barnap tool and a signal peptide search Zith
SignalP.

The EXShaXVLLDB portal offers the possibilit\ to Xsers to e[plore the database b\ Xsing a ³simple or
adYanced´ search fXnction for a specific ta[onomic leYel, a specific geographic location or a project origin
and soon specific annotation. Statistical interactiYe charts, readsets location map and table and resXlting
datasets list are associated to the search fXnctions. For each selected dataset, the Xser can access to both
readset and assembl\ short sXmmar\ page Zith cross-references to e[ternal databases (EBI SRA, NCBI
ta[ID, WORMS) Zhich alloZs better traceabilit\ and homogeneit\ across databases and the possibilit\ of
doZnloading all resXlting files.

The idea of creating this database dedicated to eXphaXsiids gradXall\ deYeloped dXe to the increasing
amoXnts of data collected dXring different campaigns. The aim is not to bXild a neZ database on the
emblematic species of the ta[on, EXphaXVia VXperba, bXt to offer the scientific commXnit\ a broader and
eYolXtiYe transcriptomic resoXrce that Zill sXpport the deYelopment of neZ stXdies on less Zell knoZn
species or stXdies emplo\ing a comparatiYe approach.
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1 Introduction

The microbiome is the genetic material of all bacteria, fungi, protozoa and viruses that live on and
inside the human body. Features of the microbiome have been shown to impact human phenotypes
and play a role in the activity of some therapeutic drugs. Given the recent availability of high
throughput microbiome data much e↵ort has been devoted to develop approaches to analyze and
visualize microbiome data. We present a multivariate model-based approach that seeks to provide a
unifying framework for analysis and visualization. We propose and study lower dimensional reductions
of the data, that preserve all relevant information for the phenotype. A special feature of the data
is the excess number of zeros, which we explicitly accommodate in our approach. The methodology
builds upon our own previous results [1] and it is also related to conditional extensions of Hurdle
models proposed to deal with single-cell RNAseq data [2].

2 Method

We introduce zero inflated conditional graphical models for the association between the microbiome
data and the outcome or phenotype of interest. To model the excess of zeros we augment the micro-
biome compositions X with a zero-pattern vector ⌫ = ⌫(X), where ⌫(Xi) = I(Xi > 0). We propose
several pairwise graphical models and derive score-based estimators [3] for the inverse regression model
P (X, ⌫ | Y ) = P+(X|⌫, Y )P (⌫|Y ), where Y denotes the outcome of interest or phenotype. The first
probability in the product models abundance relationships conditioned on the outcome (di↵erential
abundance when Y is binary), whereas the second models conditional presence-absence relationships.
The two components in the joint-model are estimated separately. Once these models have been esti-
mated, low-dimensional visualization and relevant biomarkers are derived from the model parameters.
Importantly, interactions between di↵erent microbiome components are obtained as a by-product.

3 Results

Results obtained for synthetic data with a realistic proportion of zeros [4] show that the proposed
models perform very well and indeed better than models that do not take into account the excess of
zeros. Results with real data from the American Gut project with body mass index as the outcome
also showed that the presence of zeros estimated separately in the reduction greatly improved the
prediction of the outcome.
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Metagenome-Assembled Genomes (MAG) are a poZerful resource to uncoYer the genetic diYersit\ of 
uncultured microorganisms in different comple[ enYironments [1]. Speciali]ed databases proYide storage of 
ZorldZide samples and automated raZ data processing to obtain MAG [2]. This t\pe of open data represents 
unparalleled opportunities in the stud\ of biotic interactions, including plant-associated organisms. 

The rhi]osphere is the area Zhere multiple soil-dZelling microorganisms interact Zith plants. Among those, 
some pathogenic nematode species can inYade roots and hijack plant resources. Although hori]ontal gene 
transfers (HGT) from bacteria and fungi haYe contributed to the eYolution of ph\tophag\ in nematodes; the 
donors haYe neYer been accuratel\ identified [3]. In parallel, some other members of the rhi]osphere, called 
arbuscular m\corrhi]al fungi (AMF), proYide benefits to plants, improYing their groZth and health. HoZeYer, 
Zhich combination of microorganisms benefits more to plant health across different enYironments remains 
poorl\ knoZn [4]. We inYestigated Zhether mining soil MAGs could improYe our knoZledge on these tZo 
main questions related to plant health. 

We collected 6,800 soil metagenomic datasets from the Joint Genome Institute's IMG/M serYer, the most 
e[tensiYe metagenomic resource [2]. The challenge Zas to filter and make this massiYe dataset more accurate 
and meaningful. First, Ze filtered the data based on assembl\¶s qualit\ b\ keeping onl\ proteins from contigs 
of at least 1,000 bp or containing at least 3 genes. An important issue in MAGs is the underrepresentation of 
eukar\otes and their annotation Zith prokar\otic tools [5]. Thus, Ze filtered eukar\otic contigs and re-
predicted proteins using Augustus, a eukar\otic dedicated gene predictor. MoreoYer, due to the bulk sequencing 
of all organisms and the combining of multiple samples; redundanc\ at the protein sequence leYel had to be 
eliminated. Finall\, because the ta[onomic assignment is solel\ based on the best blast hit against NR 
regardless of the percent identit\; this information is unreliable. We thus, improYed ta[onomic assignment 
using a last common ancestor algorithm. After all these steps, Ze obtained an improYed and non-redundant 
database (950 Million proteins) more representatiYe of the soil natural biodiYersit\.  

We are currentl\ using this resource to stud\ plant-associated organisms: (i) Ze are obtaining a more 
complete detection of HGT in nematodes Zith better identification of putatiYe donors (ii) Ze are mapping the 
distribution of AMFs to deduce the correlation betZeen the obserYed species and enYironmental characteristics.  
The results Zill improYe our understanding of the interaction betZeen plants and other organisms to consider 
neZ strategies for crop cultiYation and protection. 
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Malignant transformation is associated with major abnormalities in the genome and its “markup”

system, the epigenome, leading to deregulations of the gene expression program and subsequent mod-

ification, or even total loss, of cellular identity. Following these deregulations, cells can acquire new

properties, which do not exist in the original normal cells, some of which are characteristic of cancer

cells, such as the ability to spread to locations far from their place of origin. One of the consequences

of these deregulations is the ectopic activation of genes which should normally be silent in healthy

somatic adult tissues. For instance, as we observed from our previous work, tissue-specific genes,

normally expressed only in one particular tissue, especially germline and placental genes, become

aberrantly activated in tumour cells [1,2,3].

Today, considerable technological advances in the fields of genomics and post-genomics produce a

large volume of high-quality data of genome sequencing. RNA sequencing (RNA-seq) data, measuring

the gene expression levels in large datasets of normal and tumour human samples, are currently

available in public repositories (GTEX, NCBI GEO and TCGA) and represent a great opportunity to

address complex biological questions using artificial intelligence approaches. In this project, we aim to

create a machine learning model which can accurately recognize the cellular identity of normal human

tissues from large datasets of publicly available transcriptomic data. The classifier is built with more

than 3600 samples and 30 tissue types and can be applied at di↵erent levels of tissue representation.

The main steps of the pipeline are shown in Fig.1. This classifier, once trained on normal samples,

represents a powerful tool to measure cell identity deregulations in di↵erent tumour samples. Using

this tool, we are able to explore tumour heterogeneity in several cancers as well as in histological

subtypes, and to integrate this information with molecular, biological and clinical data.

Fig. 1. The main steps of the pipeline to

create a classifier for cell identity recog-

nition. First, the original cohort is split

into training and test datasets using strat-

ified k-fold cross-validations. Then, sev-

eral steps of feature reduction are pro-

gressively applied to the training dataset

(red boxes). Finally, a data standardiza-

tion and a grid search for hyperparame-

ters are performed before the training of

SVM model. The classifier predicts the

cell identity in test datasets with the mean

accuracy of 99.3%.
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Exploring the links between genetic and phenotypic traits is an important area of research in agronomy. One 
of the main objectives of this is to accelerate the development of important traits that can positively impact the 
agricultural economy. However, due to the existence of complex molecular interactions, to gain complete 
understanding will warrant data analyses performed at different molecular and environmental levels for a given 
(plant) subject. For instance, to understand how rice genes involved in metabolism or signaling of growth 
regulators control the rice panicle architecture. While high-throughput technologies have played a key role in 
accelerating and generating the much-needed data, these can only partially capture the dynamics in genotype-
phenotype relations. Consequently, our knowledge of the complex relationships between the different 
molecular actors responsible for the expression of the phenome in various plant systems remains fragmented. 
Hence, there is an urgent need to effectively integrate and assimilate complementary information to understand 
the biological system in its entirety.  

We have developed AgroLD [1] (www.agrold.org), a knowledge graph system that exploits the Semantic Web 
technology and FAIR principles [2], to integrate information to integrate data about plant species of high 
interest for the plant science community e.g., rice, wheat, Arabidopsis and in this way facilitating the 
formulation of new scientific hypotheses. We present some integration results of the project, which currently 
focused on genomics, proteomics and phenomics. AgroLD is now an RDF knowledge base of 900M triples 
created by annotating and integrating more than 100 datasets coming from 15 data sources –such as Ensembl 
plants [3], Gramene.org [4] and TropGeneDB [5]– with 15 ontologies –such as the Gene Ontology [6] and 
Plant Ontology [7]. Our objective is to offer a domain specific knowledge platform to solve complex biological 
and agronomical questions related to the implication of genes in, for instances, plant disease resistance or high 
yield traits. We expect the resolution of these questions to facilitate the formulation of new scientific 
hypotheses to be validated with a knowledge-oriented approach. 
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The development of long-read transcriptome sequencing (LR-RNAseq) promises to facilitate the 
process of genome annotation. By providing reads spanning repeats and direct exon/exon connectivity, 
LR-RNAseq represents an unfragmented vision of the transcriptome which thus allows the refinement 
of gene/transcript reconstruction and quantification. Yet, it requires the development of novel 
bioinformatic solutions specifically adapted to these novel technologies. 
We first benchmarked four transcriptome reconstruction tools (Stringtie2, TALON, FLAIR and bambu) 
with respect to known reference annotation (Ensembl) and showed that bambu1 provided the best 
performance in terms of sensibility and specificity for building exon and spliced transcript models. 
Then, based on bambu, we developed ANNEXA, an all-in-one reproductible pipeline, written in the 
Nextflow workflow manager, which allows users to analyze LR-RNAseq sequences from Oxford 
Nanopore Technologies (ONT), and to reconstruct and quantify known and novel genes and isoforms. 
More specifically, ANNEXA works by using only three parameter files (a reference genome, a 
reference annotation and mapping files) and provides users with an extended annotation distinguishing 
between novel protein-coding (mRNA) versus long non-coding RNAs (lncRNA) genes2. All known 
and novel gene/transcript models are further characterized through multiple features (length, number of 
spliced transcripts, normalized expression levels...) available as graphical outputs, including automatic 
clustering of samples if multiple conditions are provided (e.g. tumor/control). 
To demonstrate the usability of the program in the context of comparative oncology studies, we 
sequenced 2 human and 7 dog cancer cell lines from mucosal melanomas and histiocytic sarcomas using 
ONT direct cDNA sequencing, representing ~60M nanopore reads (mean=6.5M reads/sample). We 
then applied ANNEXA on these two species-specific read sets and were able to reconstruct and quantify 
1,842 and 8,262 new multi-exonic human and canine genes, respectively, all supported by at least 5 
reads in both species. When including mono-exonic genes, most of new loci are classified as lncRNAs 
(59% and 70% in human and dog, respectively) which is expected given the higher number of lncRNAs 
with only one exon and their higher level of tissue/cell type-specificity compared to mRNAs. 
Overall, our work presents a new bioinformatic pipeline to automatically reconstruct and characterize 
mRNAs and lncRNAs from ONT transcriptome data and is freely available at:  
https://github.com/mlorthiois/ANNEXA. 
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Abstract

Secrets of evolution are contained in DNA sequences of all living creatures. Genetic drift is the main
cause of biological diversity, of the multiplicity of biological functions and the divergence of species.
For all theses reasons, multiples studies aim to understand the influence of DNA components on the
appearance of di↵erent traits. Since the turn of the millennium, and with the development of NGS
technologies numerous genomes have been sequenced and assembled. An important conclusion is that
all higher eukaryotic genomes are mostly composed of transposable elements (TE). Moreover, multiple
studies on TE revealed their implication on di↵erent biologic process like phenotypic modification,
gene regulation or even evolution. A better knowledge of TE families in mammalian genomes would
therefore contribute to better understand the implication of TE on mammalian evolution.

Since LINE-1 (L1) is the most abundant repeat element present in all mammalian genomes, we
decided to study its structure and evolution in several assembled genomes. To identify L1 families,
we chose the TE de novo characterization approach since we don’t know the extent of the divergence
between L1 elements in the di↵erent species. Many di↵erent detection programs exist but none can
detect all the TEs. Therefore, in a pre-study, we used two well-known tools that both combine several
and complementary programs dedicated to identify repeat sequences: REPET [1](using RECON [2],
GROUPER [3] and PILER [4]) and RepeatModeler2 [5] (using RECON and RepeatScout [6]). The
goal being here to determine which pipeline gives the best results in term of time, needs and TE
identification. We analysed few mammalian genomes from di↵erent orders with both tools and the
same computer settings. We compiled all TEs families obtained and classified them by class and
subclass. Specially, we redefine consensus L1 sequence obtained in genomes for which no L1 sequences
were available in public data bases. The newly define LINE-1 consensuses will be implemented in a
L1 specific database, and in Public database. The propose of this pre-study is also to add this specific
database to TE de novo pipeline to extend these analyzes to more species and ultimately to facilitate
the automatic identification of L1 families in all the mammalian genomes available today.
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1. Objective of the study 

We are launching a pilot project at the JOBIM 2021 conference to investigate gender speaking differences 
in academia. This mixed-method study intends to answer the following question: how to create the conditions 
for gender-equal expression in scientific conferences? Not only does gender bias establish barriers to women’s 
academic achievement in externally constrained areas like the publication process [1,2,3], but it also shows 
significance in more subtle phenomena such as the number of questions asked in large scientific conferences 
[4,5]. Encouraged by the collective efforts made in the scientific community to mitigate the gender-gap in 
question-asking behaviour, we propose to move the discussion forward through this observation study during 
the JOBIM conference. In addition to surveys, semi-structured interviews will be conducted as complementary 
data collection methods. The research team consists of specialists in social/cultural anthropology, statistics and 
UX design. This observational and in-depth study will offer us insights on how to create a more inclusive 
scientific environment for all and to nurture a scientific community that would not overlook any worthy 
contributions.  

2. Methodology and project implementation 

This original study will be at the interface between social science and quantitative science. Data collection 
through surveys will be performed during the registration process and after the conference. During the 
conference, a participatory and observational study will be conducted under detailed guidelines. The post-
survey questions will cover basic demographic information and focus on question-asking behaviours during 
the JOBIM conference. Finally, we will invite a number of conference attendees for an in-depth interview. All 
data will be analyzed in a scientific manner with adoption of qualitative research approaches. As an end result, 
a scientific paper will be produced to present the research findings of this study. In addition, guidelines for 
future conferences will be provided and shared in the form of a report. This poster session is an opportunity 
for JOBIM participants to ask questions about the project and discuss its methodology. 
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The FAANG (Functional Annotation of Animal Genomes) international consortium aims to produce high-
quality functional annotation of the genomes of domesticated animals [1].  Members of the community can

submit  their  epigenomics,  transcriptomics  or  genomics  data  to  the  FAANG  Data  Portal
(https://data.faang.org) coordinated by  a  Data  Coordination Centre  at  the  EMBL-EBI  [2].  FAANG data

conforms to principles of findability, accessibility, interoperability and reusability (FAIR). The FAANG Data
Portal allows users to find, select and download datasets relevant to their research using extensive sample

and experimental metadata standards.

VizFaDa aims to produce interactive data visualization through web applications intended to be integrated

to the FAANG Data Portal. In order to generate those visualizations, the raw data from the portal has to be
processed.  During  this  step,  quality  control  reports  are  created,  providing  valuable  and  previously

unavailable  insight  into  the  quality  of  the  data.  VizFaDa  focuses  on  RNA-seq,  ChIP-seq  and  DNA
methylation data.

Interactive clustered correlation heatmap are generated, allowing the user to compare experiments from a
certain assay type within a species. Experiments with similar results areclustered together. The user can use

FAANG metadata to annotate the heatmap or to filter experiments from the database for a more focused
visualization.  Stacked epigenetic profiles are created from gene expression and epigenetic data obtained

either from the same sample or from two comparable samples, notatbly at transcription start sites. This allow
the investigation of relationship between epigenetic marks and transcription levels.

In future versions, additional functions will be added. Users will be able to upload their own processed
data and use clustered heatmaps to find experiments with similar results. Data submitted to the portal will be

automatically processed and added to VizFaDa, ensuring the long-term relevance and accuracy of the project.
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Context In phylogeny, many evolutionary models have been proposed to describe sequences evolution.
The most accurate phylogeny inference methods use probalistic models to estimate the equilibrium
frequencies of the residues (nucleotides or amino-acids), the substitution rates of these residues, the
variability of the substitution rates and the proportion of invariable sites. The selection of the model
that best fits data is an important step in phylogenetic analysis. Thus, several model selection methods
have been developed. Among these methods, those based on the information theory criteria (AIC [1];
AICc [2]; BIC [3]; and DT method [4]) are widely used. Some of them perform better depending on
data characteristics.

Approach This study aims to analyse the performances of these model selection methods. To do so,
we first study the validity conditions of each method by varying the ratio number of sites/number of
taxa (which we call �) and the relative evolution rate between taxa. Then we compare the quality of
each method by studying the method error rates and under which condition a method performs better
than the others. This study comprises three steps and is implemented in Snakemake [5].

Implementation The first step is to simulate data sets derived from 36 real trees selected on Or-
thomam [6] and corresponding to 3 ranges of relative evolution rate ([0;1], [1;2] and [2;5]) and 4 taxa
numbers (50, 70, 90, 110). We use 16 evolutionary models (HKY85, GTR, LG, WAG with the combi-
nations of +I, +�, +I+�) and 6 � ratios (1, 10, 25, 50, 75, 100) in order to generate 34 560 alignments:
17 280 DNA alignments and 17 280 protein alignments. We use INDELible [7] to simulate the data.

The second step is to run the four selection model methods. We use JModeltest2 [8] and ProtTest3
[9] to estimate each alignment likelihood which is used to compute the information theory criteria
values.

The third step is divided into two stages: 1) the analysis of the validity conditions for each method,
2) the comparative analysis of method results.
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Deep learning algorithms have recently attracted a lot of attention in genomics and transcriptomics 
since they promise to extract biological knowledge from large dataset generated by high throughput 
sequencing technologies in a data-driven manner. For instance, it has been shown that deep learning 
strategies can outperform traditional machine learning approaches for complex tasks such as gene 
expression predictions [1]. As part of the team’s work in comparative oncology between human and 
dog, we used and adapted the deep learning tool Basenji [2] based on a Convolutional Neural Network 
(CNN), developed for human dataset, to build a gene expression prediction model dedicated to the dog 
species. However, it is not clear whether neural network used to train models in one species can be 
easily generalized to other species or whether species-specific neural networks, specifically tuned with 
hyperparameters (HP) optimization would provide better predictive power [3]. The ultimate goal of 
this strategy is to propose the most powerful model to predict the impact of non-coding genome 
variations on gene expression and thus, prioritize regulatory variants associated to diseases and 
phenotypical traits in the dog species [2, 4]. 
 
For this purpose, we collected 134 canine expression data with 125 canine CAGE (Cap Analysis of 
Gene Expression) data as part of a partnership with the Dog Genome Annotation Project (DoGA) 
consortium [5], that represent 49 canine tissues and 9 public CAGE from the FANTOM consortium 
[6] corresponding to primary cell types. We were thus able to train a deep learning model to predict 
dog gene expression from DNA sequence based on the available Basenji architecture developed for 
human composed of 10 convolutional layers. Then, we evaluated its performance by calculating 
Pearson correlation coefficients between predicted gene expression and those measured 
experimentally in a test set of DNA sequences for each CAGE dataset. The median of those 
coefficients was 0.54, which is substantially lower than the median of coefficients from the human 
gene expression prediction model of Basenji (0.69) [2].  
 
In order to better model canine expression data, we defined a 2-step approach to build a new deep 
CNN by including additional layers to the convolution and the dilated convolution steps and by HPs 
optimization. First, our results showed that deeper networks led to improve predictions of gene 
expressions (median r=0.54 and 0.60 for 10 and 19 layers, respectively). To optimize HP for the 19 
layers network, it is necessary to establish an efficient strategy to avoid the grid search algorithm, 
aiming to test all combinations of potential HP. For instance, grid search techniques for testing only 6 
values of 10 HP imply to train and assess up to 106 models. Hence, we are currently conducting a 
Bayesian optimization as implemented in the Skopt package Python library [3, 7]. It consists in 
finding the optimum set of HP, based on the generation of several models that at each stage seek the 
best HP from the previous stages. 
 
Overall, our work highlights the development of deep learning frameworks based on high-throughput 
transcriptomic data for modeling species-specific gene expression levels. 
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Checkpoints ensure the integrity of DNA during the cell cycle, which is a succession of molecular
and cellular events leading to the division of a mother cell into two genetically identical daughter cells.
The DNA is first duplicated (S-phase), then equally distributed between the opposing poles of the cell,
which finally divides into two independent daughter cells (M-phase). Two additional phases depict
the process of cell preparation before S and M phases: respectively the G1 and G2 phases. Many
modeling studies investigating checkpoints are based on ODE systems while the checkpoint concept
itself is fundamentally discrete, described as follows: a checkpoint prevents any event that initiates a
phase from taking place before the end of all the events of the previous phase. So far to our knowledge,
very few qualitative models have yet attempted to formally define this discrete concept, as the notion
of discrete cell cycle phase is still fuzzy, from a formal point of view.
Therefore, we propose a qualitative modeling study of cell cycle regulation dedicated to the logical
specification of the G1, S, G2 and M phases, and the G1/S, S/G2, G2/M and mitosis exit checkpoints.
This study has been made possible by using two types of formal methods: the “genetically modified”
Hoare logic [1] and the model-checking for CTL [2]. The TotemBioNet tool e�ciently combines these
two methods to exhaustively identify the parameterizations (which govern the dynamics of the regu-
latory graph) compatible with all formalized biological knowledge [3].
Starting from a qualitative model of cell cycle progression regulation (Behaegel et al. [4]), the cell cycle
was defined by a Hoare triple of the form {precondition} path {postcondition}, where the precondition
is a single initial state, the path is a sequence of discrete events, and the postcondition is the single
final state. The path was then divided into four canonical phases in order to identify non-permutable
key events, which will constitute the main rule of the generic predicate checkpoint(phasei, phasei+1).
Since the order of events within a phase is not necessarily known, the predicate (implemented in
Prolog) includes rules which call TotemBioNet to extract all the orders of events of a phase compati-
ble with all other static and dynamic biological knowledge of the system.
The results highlight that three “strong definitions” of checkpoint are validated, but no parameteriza-
tion satisfies the mitosis exit checkpoint, that requires a less restrictive definition. Indeed the single
event that can initiate G1 is permutable with the 3 events that can end the M phase. However,
no abstract knowledge in our models is challenged since the first event of G1-phase (activation of
CycE/Cdk2) has also been experimentally observed in M-phase [5]. This new highlighted knowledge
has proved that our generic definition of the mitosis exit checkpoint is not biologically consistent,
hence has been specifically revised. Finally, the generic nature of the checkpoint predicate opens a
perspective to study any cyclic phenomenon genetically regulated by checkpoints.
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The current COVID-19 pandemic is caused by a novel coronavirus strain, SARS-CoV-2. It  originated
from  the  cross-species  transmission  of  a  coronavirus  from  the  bat  reservoir,  directly  or  through  an

intermediate host to humans. This catastrophic spillover underlines the necessity to better understand how
viruses and hosts have shaped one another over evolutionary time.

Pathogenic viruses put a selective pressure on the host-viral interacting proteins. Identifying which host

genes bear signatures of such evolutionary conflict (e.g. positive selection) can lead to the identification of
the proteins that have been the most relevant in the response to a virus family. Here, we have used this

evolutionary framework to decipher which interactions between the SARS-CoV-2-like viruses and our cells
have  been  important  in  vivo.  In  addition,  identifying  traces  of  positive  selection  in  different  hosts

phylogenetic  lineages  also  sheds  lights  on  ancient  epidemics  and  how virus-host  determinants  may  be
species specific. This may help to understand differences in susceptibility and pathogenicity to SARS-CoV-

like viruses between hosts.

To achieve this, we characterized the evolutionary history of the SARS-CoV-2 interactome identified in in
vitro studies: 332 host proteins identified by mass-spectrometry by Gordon and collaborators [1], as well as

two  essential  SARS-CoV-2  entry  factors,  the  angiotensin  converting  enzyme  2  (ACE2)  and  the
transmembrane serine protease 2 (TMPRSS2) genes. We characterized their evolution in primates (tracing

the  human  history)  and  in  bats  (the  natural  viral  reservoir).  To  do  so,  we  used  DGINN [2],  a  novel
computational pipeline to Detect Genetic INNovations in protein-coding genes, which embeds gold-standard

methods to perform phylogenetic and positive selection analyses in a high-throughput manner.

We found 88 and 38 proteins of the SARS-CoV-2 interactome under strong positive selection in primates
and bats,  respectively,  with enrichment in cell  cycle control,  centrosome behavior,  and DNA replication

biological  pathways.  The  ACE2  receptor,  as  well  as  seventeen  other  proteins,  showed  signatures  of
adaptation in both bats and primates, which (i) may be indicative of ancient epidemics by pathogenic SARS-

like coronaviruses, and (ii) may define a core SARS-CoV interactome in primates and bats. Furthermore, we
found other proteins with evidence of past adaptive events only in bats, or primates, highlighting species-

specific adaptation. Lastly, positive selection signatures at specific sites in a handful of key genes identify
putative molecular interfaces important in SARS-CoV replication and pathogenesis. Overall, these results

highlight how the analysis of the “evolutionarily-relevant” interactome might point to primary drug targets.
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1 Introduction

Polyploidy is a driver of genetic innovation in eukaryotic organisms, especially in plants [1]. A high-
quality genome sequence was obtained recently for domesticated apple (Malus ⇥ domestica Borkh)
[2]. This genome sequence confirmed a Whole Genome Duplication (WGD) event that occured 50
million years ago [3]. This WGD allows the study of ohnologous gene and makes the apple tree a
model of choice to study gene evolution after a recent WGD.

Analysis of duplicated chromosome fragments allows the identification of syntenic blocks in which
genes are homologous to each other and arranged in a conserved order. In apple, a Quantitative
Trait Loci (QTL) imbalance has been identified. Indeed, for 7 chromosome pairs among the 14 main
pairs of ohnologous chromosomes we find significantly more QTL on one chromosome compared to its
homologous.

To understand this imbalance, we studied the rate of gene sequence evolution between syntenic
blocks. We then investigated whether ohnologous transcript expression di↵erences could cause the
observed imbalance.

2 Method

A turnkey snakemake pipeline was written to compute Ka/Ks between triplets composed by Malus
orthologous of each pair and a common reference (Prunus persica) as it was the closest related species
without a WGD. Construction of triplets was made via a bi-directionnal best BLAST hit with a pair
of ohnologous genes in apple and one gene in peach genome. To begin, by inputing homologous genes,
a multiple alignment of the protein sequences is performed using MUSCLE. This proteic alignement is
converted into a nucleic alignment using PAL2NAL. Finally, Ka/Ks rates are calculated using YN00
method from PAML. A paired t-test was set for a significant di↵erence in Ka/Ks rate among triplets.

To investigate a potential transcription imbalance a mapping pipeline is used on all publicly avail-
able RNA-Seq runs that meet our quality criteria. Pseudo mapping are computed with Salmon and
di↵erential analysis with DESEQ2. Rather than testing two conditions against each other we have
tested di↵erential expression between pairs of ohnologous genes for each experimental condition.

3 Results

Ka/Ks pipeline was used on the apple gene sequences in order to determine whether the observed
QTL imbalance could be explained by a di↵erent evolution rate of gene sequences. We conclude that
the QTL imbalance cannot be explained by a sequence divergence between ohnologous genes.

We gathered 589 hight quality RNA-seq runs derived from 122 experiences. We tested tran-
scriptionnal imbalance by testing if more than 50% of genes were significantly over-expressed in one
chromosome pair. We show that several chromosome pairs including 1-7, 8-15, 4-12 6-14 and 2-15 are
transcriptionally unbalanced, which is mostly consistent with the observed QTL imbalance. In addi-
tion, we identified 814 genes which expression is systematically higher in one of the two orthologues. In
the future we plan to compare the evolution of transposable elements content located within syntenic
blocks for which both QTL and transcriptional imbalance was identified.
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Major Depressive Disorder (MDD) is a common and severe psychiatric disease that can be devastating, 
resulting in a higher risk of suicide and shorter life expectancy [1]. MDD is the most prevailing 
psychiatric syndrome in the general population, reaching a 12-month prevalence of 10.4% and a 
lifetime prevalence of up to 20.6% [2]. 

Despite the growing appeal of research towards molecular psychiatry, the etiology of MDD remains 
unclear with no identified blood biomarkers, mainly due to the complexity and heterogeneity of the 
disease and environmental interactions that play a significant role in triggering the symptoms. 

Here, we took advantage of a new mRNA and miRNA genome-wide dataset, generated using RNAseq 
and miRNAseq, and peripheral blood samples from a cohort of N=80 MDD patients and N=89 healthy 
controls. 

First, at the gene level, we characterized differentially expressed mRNAs between MDD and healthy 
control subjects, and obtained results significantly overlapped with a recently published meta-analysis 
[4]. Second, at the systems level, we performed a network analysis using the consensus Weighted Gene 
Correlation Network Analysis (WGCNA) method, in order to identify gene modules containing highly 
correlated and co-expressed genes. Functional annotations of differentially expressed gene and MDD-
associated modules revealed enrichment for immune response processes, consistent with previous 
studies. Finally, we started implementing a MultiOmic integration approach, Similarity Network 
Fusion (SNF), [3] that combines mRNA and miRNA data in a non-linear fashion. This approach should 
allow for the identification of molecularly defined sub-groups of patients, potentially leading, in the 
long-term, to a more comprehensive understanding of pathophysiological pathways, a better patient 
stratification, and a more accurate prognosis of the illness. 
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Abstract

Structural variants (SVs) are genomic segments of more than 50 bp that have been rearranged in

the genome. The advent of third generation sequencing technologies has increased and enhanced their

study, and a great number of SVs has already been discovered in the human genome. Complementary

to their discovery, the genotyping of known SVs in newly sequenced individuals is of particular interest

for several applications such as trait association and clinical diagnosis. Most of the SV genotypers

currently available are designed for second generation sequencing data, although third generation

sequencing data is more suited to study SVs due to their large range of sizes (up to few mega bases).

As such, our team previously released SVJedi, the first SV genotyper dedicated to long read data[1].

The method is based on linear representations of the allelic sequences of each SV and each SV is

represented and genotyped independently of the other ones. While this is very e�cient for distant

SVs, the method fails to genotype some closely located or overlapping SVs due to redundancy in

representative allelic sequences.

To overcome this limitation, we present a novel approach, SVJedi-graph, which uses sequence

graphs instead of linear sequences to represent the SVs. The use of sequence graphs to represent SVs

for genotyping is fairly recent [2,3,4] and only designed for short-reads as for now. Here, we chose to

represent only the SV sequences and that of the SV flanking regions in our graph, in order to reduce the

long-read mapping time. This results in a variation graph composed of multiple connected components,

each representing the possible alleles for a region of one, or several SVs in case of close SVs (less than

10 kb apart). In SVJedi-graph, the variation graph is built using VG toolkit[5] after a pre-processing

step performed on the data. The long reads are then mapped on the graph using GraphAligner[6],

and the mapping results are filtered to keep only the informative alignments. Finally, the genotype

for each SV of the dataset is predicted using the estimation method implemented in SVJedi[1].

Tests on simulated long-reads on the human chromosome 1, with 1,000 deletions from the dbVar

database, show a similar precision compared to SVJedi (98.1 %, against 97.8 %). Importantly, when

additional deletions are added progressively closer to the original 1,000 in the dataset, SVJedi-graph

maintains a 100 % genotyping rate with a high precision, when SVJedi is not able to assign a genotype

to 21 % of the deletions when they are too close to each other (0-50 bp apart). SVJedi-graph also

supports other SV types such as insertions and inversions, for which similar performances were ob-

tained. We are planning to apply SVJedi-graph and to compare it to other approaches on real human

re-sequencing data from the Genome In a Bottle consortium.
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XVLQg VWUXcWXUaO VLgQaWXUeV

ASROOLQe BUXOe\, IVabeOOe CaOOebaXW aQd EORdLe DXSUaW
SRUbRQQe UQiYeUViWp, MXVeXm NaWiRQal d'HiVWRiUe NaWXUelle, UMR CNRS 7590, IQVWiWXW de

MiQpUalRgie, de Ph\ViTXe deV MaWpUiaX[ eW de CRVmRchimie, IMPMC, PaUiV, FUaQce.

CRUUeVSRQdiQg AXWhRU: aSRlliQe.bUXle\@XSmc.fU

De novo gene emergence, i.e. gene birth from preYiousl\ non-coding regions, has been eYidenced as an
uniYersal eYolutionar\ process contributing to the adaptation of organisms, eYen Yiruses [1±8]. The
structural properties of the corresponding proteins remain largel\ une[plored. Current debates concern the
relationship betZeen gene noYelt\ and protein disorder [3±6]. De novo emergence of membrane proteins
biased b\ nucleotide sequence composition Zas also discussed [5]. We Zanted to giYe neZ insights b\
anal\]ing the structural signatures of a set of de novo proteins preYiousl\ Yalidated in the literature. We
used an in-house approach alloZing us to characteri]e, from the onl\ information of protein sequences,
their structural diYersit\ from disorder to order in soluble and membrane enYironments.

We built a sequence dataset of reliable de novo proteins from different ta[a (Viruses [2], Yeast [8] and
Or\]a [7]), as Zell as 4 reference non-redundant sequence datasets of: (i) soluble domains (from SCOPe
[9] a, b, c, d classes), (ii) membrane domains (from SCOPe f class), (iii) disordered regions (from DisProt
[10]) and (iY) a large dataset of non-categori]ed full-length proteins (UniProt [11]). We first delineated in
these sequences the foldable segments based on the h\drophobic cluster densit\ (correlated to the content
in regular secondar\ structures) using the SEG-HCA tool [12]. Then, Ze refined this initial order
segmentation using a sliding ZindoZ estimating the content in strong h\drophobic amino acids, as Zell as
h\drophobic cluster properties. This alloZed us to distinguish soluble and membrane domains, as Zell as
more disordered regions, Zithin the foldable segments. Comparing the features of the de novo Ys.
reference datasets alloZs us to eYaluate not onl\ if de novo proteins are enriched in order or disorder, but
also if the\ harbor ta[onomic-specific or sequence-specific features Zhich ma\ rel\ on original structures.

The classification scheme of de novo proteins proposed b\ this Zork Zill open noYel perspectiYes for
high-throughput scanning of Zhole (meta)genomes, in order to e[plore molecular innoYations Zithout
haYing to rel\ solel\ on homolog\ searches in databases of knoZn proteins.
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Summary
Osteosarcoma is the most frequent bone cancer in the adolescent and young adult population. [1] The

relapse  is  the  principal  cause  of  mortality.  Patient-derived  xenograft  (PDX)  models  are  used  to  test

treatments on this disease. The purpose of this study is to characterize molecularly the PDX models using a
multiOmic approach. We investigate if the genomic and transcriptomic profiles are conserved from relapse to

xenograft to identify PDX with promising characteristics as preclinical model.
In this study, we profiled tumors from 8 different patients sampled at diagnosis, relapse and in PDX models

(orthotopic xenograft and subcutaneous xenograft). For each sample, Whole Exome Sequencing (WES) and
RNA-seq have been produced, which results in 32 samples.

We analyzed the Somatic mutations, Copy number variations, Fusions and Expression profiles to dress the
multiOmics landscape of every sample.  Likewise,  we estimated molecular similarities and discrepancies

through time for each patient but also between all samples.

PDX samples are composed of a mixture of cells from two species and are usually produced in
immune-depressed  mice.  Two features  which  introduce  strong bias  in  comparison  analysis  with  patient

tumors.  To minimize those bias, we developed a strategy based on Xenome [2] to identify the host or graft
origin of the reads in RNA and WES data. For the RNA-seq, we, then, characterize in an unsupervised

manner the genes not expressed in the mice due to immunodepression. Finally, we evaluated the genetic and
transcriptomic  proximity  between  the  PDX  and  the  human  samples  using  unsupervised  classification

algorithms .
For  the  RNA-seq,  the  output  of  this  method  shows  that  the  PDX  samples  are  clusterizing  with  the

corresponding relapse sample. However, the diagnostics samples are, in most cases, not clusterizing with the
relapse  and  PDX  samples,  which  suggest  to  the  high  difference  between  diagnosis  and  relapse

Osteosarcomas.
For the WES, the similarity of genomic alteration is confirmed by the study. Due to the conservation of

driver mutations the diagnostic samples are here clusterizing with the relapse and PDX samples. However,
we observe a large amount of CNV and somatic mutations appearing in the relapse, which are conserved in

the PDX models, supporting the clonal evolution model recently proposed by several group. [3]
In conclusion, most of the PDX models conserve the alterations driving the osteosarcoma and the

expression profiles are similar when we remove the genes implied in the immunity. Which means that the
PDX models have a high similarity with the human tumor and might be good preclinical  model to test

treatment response.
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Overview 
 
Profiles of Percent Identical Positions (PIP) are widely used by virologists to analyse sequence similarities 
along viral genomes and detect recombinant regions. Noticeably, PIP profiles have been widely used in recent 
studies focusing on the SARS-CoV-2 origin [1,2]. However, existing tools propose restrictions for their 
installation (the most popular are Windows-specific) and user-friendliness. We will present PIPprofileR, a new 
web tool that provides a user-friendly and interactive interface to easily generate profiles of Percent Identical 
Positions (PIP) from a multi-sequence fasta file containing either nucleic or peptidic sequences. The results 
can be enriched with an annotation file to facilitate the exploration of regions of interest (i.e. annotated genes) 
and enhance the interpretation of the profiles. 

 
Methods 
 
PIPprofileR is built upon open-source technologies, written in R using the Shiny framework, and available on 
the collaborative development platform GitHub (https://github.com/IFB-ElixirFr/PIPprofileR/). It is 
developed in the open and licensed under the BSD 3-clause license. To ease the development and the 
deployment of the PIPprofileR, Docker is used to bundle the application as well as its dependencies. 
PIPprofileR is also available as an R package allowing the use of Shiny Proxy for deployment on a server.  

In the demo  
We will illustrate the use of PIPprofileR by showing how it can be used to compare several genomic and 
peptidic sequences of different coronaviruses with SARS-CoV-2 (considered here as the reference genome), 
to assess the degree of closeness in the different regions, and to identify abrupt changes in similarity likely to 
reflect recombinations between coronaviruses. 

Keywords 
Comparative genomics; PIP profiles; SARS-CoV-2; R; Shiny; Docker 
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1 Introduction

Immune checkpoint inhibitors (ICI) such as anti-PD-1 act on T cells to restore their ability to kill
cancer cells. Cutaneous melanoma is a bad-prognosis skin cancer that can be treated by ICI. Despite
major advances in the field of immunotherapy, melanoma kills more than half of all patients within 5
years of treatment induction due to primary or acquired resistance. Over the last 10 years, our team
has identified a mechanism of resistance to immunotherapy that depends on the production of TNF,
a major inflammatory cytokine that acts as a brake on the immune response against tumors [1][2].

2 materials and method/Results

In order to identify the impact TNF has on resistance to anti-PD-1 therapy, RNA-seq experiments
were performed on mouse melanoma tumors. Tumors were collected 10 days post B16K1 melanoma
cell injection in wild-type or TNF KO mice, injected with vehicle or anti-PD-1 at day 7. Using current
methods such as immune cell deconvolution from this bulk data [3], as well as the study of the tran-
scription factor activities modelled from RNAseq data [4], we were able to characterize the 4 groups.
First, we determined that the absence of TNF could lead to a potentiation of the immune response,
as illustrated by the activation of pathways such as ”positive regulation of immune system process”.
Second, we were also able to confirm this potentiation with the anti-PD-1 treatment compared to
the wild type, suggesting a potential synergy between inactivation of TNF and anti-PD-1. Finally,
analysis of the transcription factors revealed higher activities of the trio STAT1, STAT2 and IRF9 in
TNF KO groups compared to wild type groups. These factors are components of the ISGF3 complex
(interferon-stimulated genes), which plays an essential role in various immune responses, including the
activation of immune cells, immune cell propagation, and inflammatory cytokine production.

3 Conclusion

In conclusion, these preliminary results provide interesting leads for the study of biological samples
from patients enrolled in clinical trials launched recently in our team, notably producing single cell
transcriptomics data in patients treated with anti-PD-1 and anti-CTLA-4 in combination or not with
TNF blockers with known response.
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When we model a complex biological system, we often try to understand the causality chains that

explain the di↵erent behaviours observed. Qualitative models based on discrete mathematics tend to

be powerfull to give this type of answer: A reason why the extended R.Thomas formalism completed

by formal methods, has become a classic for regulatory networks [1,2].

However, observed behaviours often depend on environmental conditions (like nutrient availability

in cell culture experimentation). Therefore, the construction of a right modelisation depends on our

ability to take into account all this environemental information in a single modelling framework.

Moreover, even in a given modelisation framework, several modelling choices are possible. This is

due to di↵erent instantiations of dynamical parameters piloting the behaviour of the model, that can

lead to traces consistent with all observations. If the modeller chooses a particular setting, when new

biological information is known about the system, the parameter identification step must be restarted

from the beginning. The systematic approach would then consist in characterizing, at each step, all of

the parameter settings consistent with current knowledge: when a new observation becomes available,

the modeller just refines the previous set of consistent parameter settings by selecting only those that

are also consistent with this new information.

The use of artefacts enables the simulations of successive environmental situations in a unique

global network with the R. Thomas modelling framework. However, we recommend another option

based on a “divide and conquer” approach: the green extension of R. Thomas’ framework with the

notion of environments. This approach has several steps. First, a specific (and thus smaller) regulatory

network is built for each environment. Then, for each regulatory network, a consistent set of parameter

settings compatible with the associated biological properties is searched. Finally, all consistent sets

are intersected to obtained the settings which satisfy the properties for all environments[3].

This poster will show you that the addition of a new environmental context (calcium addition) in

a running example of the Pseudomonas aeruginosas virulence regulation model. Pseudomonas is an

opportunistic bacteria which can cause serious infections in the lung of cystic fibrosis patients with

the production of thick mucus [4].
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The impact of breast feeding on child health and development is clearly established in the liter-
ature [1]. However, the knowledge of all of its constituents and their post-partum evolution remains
poorly understood. During the last decade, the number of molecules detected in human tissues and
fluids is ever growing, thanks to constant instrumental developments such as those related to mass
spectrometry. To give new insights about human EBM composition, we aim at combining the data
obtained from four di↵erent types of molecular families assayed in EBM and analyzed though suitable
multi-omics statistical tools.

Milk samples (n=257) were collected from days 2 to 6 within the EDEN mother-child cohort [2,3].
Untargeted analyses of Human Milk Oligosaccharides (HMOs), lipids and metabolites were performed
using liquid chromatography coupled to high-resolution mass spectrometry, while targeted analysis of
a large panel of cytokines, growth factors and antibodies was achieved thanks to multiplexed ELISA
assays. A reusable workflow based on multi-omic R packages is proposed in order to detect groups of
correlated features that are related to a day by day temporal evolution. In the data pre-processing
steps, a strong e↵ect of the collection place has been handled and corrected. Single-omic data analysis
was first performed to assess the evolution of each type of molecules family independently (univariate
hypothesis testing, PLS-DA modeling). We then used multi-block approaches including dimension
reduction methods (multi-block PLS-DA) and clustering (Weighted Graph Correlation Network Anal-
ysis) to highlight potential associations between blocks of variables.

We evidenced that HMOs, lipids and metabolites have stronger temporal variations than cytokines.
Especially, a large number of HMOs and lipid concentrations (around 50%) increase over time. In-
terestingly, multi-block methods infer associations between families of molecules, notably between
cytokines and specific metabolites.

This study expands our knowledge about EBM composition. Combination of various omics ap-
proaches provides an unprecedented wide view of the biochemical composition of BM and new associa-
tions have been assessed, especially for metabolites. The further association of global milk composition
with mother exposure or with infant health outcomes could lead to establishing relevant biomarkers.
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1 Abstract

Transposable Elements (TEs) are parasitic elements that are able to multiply within their host
genome. Despite the fact that they are mostly deleterious, TEs and their underlying variations are
drivers of adaptation [1]. Studying their dynamics can help to better understand their impacts on
population dynamics and emergence of resistances [2]. The main objective of our study is to analyse
data obtained from experimental evolution on Drosophila melanogaster to prospect the correlation
between the dynamics of insertion and deletion of TEs and stress. Here we use a thermic shift of
5°C that inhibits the PiWI system, a system that block TE transposition [3]. Due to their repetitive
nature, the use of the third generation sequencing technologies that allow to generate long-reads, is
more appropriate than short-reads (Next-generation sequencing). To carry out an exhaustive inventory
of insertions and deletions of TEs over 100 generations, bulks of 100 Drosophila melanogaster were
pooled and sequenced. We sequenced with long-reads four di↵erent generations with the Oxford
Nanopore technology (G30, G60, G80, G100). The pooled data were analysed with TrEMOLO, a
bioinformatic tool that detects the presence and the absence of TEs with long-reads [4](cf. TrEMOLO
poster #182). TrEMOLODyn is an add-on based on TrEMOLO output to deal with our problematic,
the monitoring of TEs over the generations. The TrEMOLODyn is a Snakemake pipeline, a suite
of Python scripts (available on https://github.com/MaVaroqui/TrEMOLODyn). This tool allows to
report the transposition, insertion and the deletion rate in fine scale.

Over generations, as expected some known TE families show the strongest TE activity (i.e. ZAM
and Gtwin). We confirm new TE insertions by detecting target site duplication that are hallmarks
of new transposition events. Based on the RNA-seq analysis, we were able to show the impact of
ZAM insertions on some gene expression. Preliminary results also highlight a slight decrease of the
transposition rate after 80 generations suggesting the existence of another defense mechanism on top
of the PiWI system that takes over.

With the emergence of new sequencing technologies, the tools that analyse their data and the
interest on TEs, we can expect that a tool like TrEMOLODyn should be very helpful to the community.
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François Sabot, Marie Fablet, and Séverine Chambeyron. A Transposon Story: From TE Content to TE
Dynamic Invasion of Drosophila Genomes Using the Single-Molecule Sequencing Technology from Oxford
Nanopore. Cells, 9(8):1776, July 2020.

Poster #61 - section Research

-62-

https://github.com/MaVaroqui/TrEMOLODyn


Study of variations associated with transposable elements in
Anopheles gambiae natural populations

Clothilde Chenal⇤1,2,3, Corentin Marco⇤1,4, The Anopheles gambiae 1000 genomes
consortium5, Frédéric SIMARD3, François Sabot2,6, Michael C. Fontaine5,7,8 and Anna-Sophie

Fiston-Lavier1
1
ISEM, Univ Montpellier, CNRS, UM, IRD, CIRAD, EPHE, Montpellier, France

2
DIADE, Univ Montpellier, CIRAD, IRD, Montpellier, France

3
MIVEGEC, Univ Montpellier, CNRS, IRD, Montpellier, France

4
Master SNS, parcours Bioinformatique, Connaissances, Données, Univ de Montpellier, France

5
https://www.malariagen.net/projects/ag1000g

6
IFB, Southgreen Bioversity, CIRAD, INRAE, IRD, Montpellier, France

7
Groningen Institute for Evolutionary Life Sciences (GELIFES), Univ Groningen, Groningen, Netherlands

8
Centre de Recherche en Ecologie et Evolution de la Santé (CREES), Montpellier, France
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Malaria a↵ects more than 228 millions of people around the world per year. In Africa, Anopheles
gambiae sensu stricto is the flagship species of the Anopheles gambiae species complex, which includes
the principal vector species of the Plasmodium sp. parasite, responsible for the disease. Understanding
how genetic variation is shaped by environmental changes will allow improving our knowledge about
how An. gambiae populations are spatially structured, how they have evolved, and the genetic pro-
cesses involved in their dramatic adaptive abilities to local environmental variation. Taking advantage
of the sequencing data from the MalariaGEN’s Ag1000G consortium project, we aim to study popula-
tion genetic variations that may be linked with local adaptations to environmental variation and stress
(e.g. insecticides, pesticides, other environmental stress...). Previous studies focused mainly on single
nucleotide polymorphisms (SNPs), however they represent only one type of genetic variation. Here,
we focus on transposable elements (TEs, around 20% of the genome An. gambiae species complex;
[1]), since they are source of genetic novelty and diversity [2]. To study the association between TE
variations, population dynamics and local adaptations, we analyze new TE insertions, the more active
ones, in An. gambiae mosquitoes in Cameroon populations. More than 300 mosquitoes were sam-
pled in three di↵erent ecological conditions (forest, savanna and transition zone) and sequenced using
Illumina (100bp paired-end reads). However, due the repetitive nature of TEs, computational tools
implemented to detect new TE insertions with short-read data fail to limit the false-positive rate [3].
One solution to overcome this issue is to combine the calls from tools based on di↵erent approaches.
After the selection of three computational tools dedicated for the detection of new TEs insertions
with high accurate and complementary results: TEFLoN [4], PoPoolationTE2 [5] and Jitterbug [6],
we implement a Snakemake Python pipeline to automatically combine the results from several com-
putational tools by sample, and then for all the samples. The aim of the pipeline is to characterize
accurately the shared and not shared TE insertions between our three natural populations. The results
will be then validated by comparing the TE calls against the dispensable variations obtained using a
pangenomic approach and previous studies. Thus, we hope to provide a catalog of the more active
TE insertions associated with the environmental cline.
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Fiston-Lavier A.-S., Luyten I., Venkataram S., Quesneville H., Petrov D.A., and González J. Stress response,
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Computational prediction of a 3D structure of a molecular complex, also known as docking, is essential in
modern biological research. It can complement MD, provide working directions to experimentalists, etc. We

are invested in fragment-based docking, specifically for the single-stranded RNA-protein complexes. Why
ssRNA  specifically?  Generally  speaking,  molecular  flexibility  is  a  scourge  of  docking:  it  increases  its

complexity and decreases results'  reliability.  High flexibility  leads  to a near-infinite  number of  docking
models,  the  processing  of  which  is  too  expensive  computationally.  Hence,  highly  flexible  ssRNA is  a

challenging target to work on. 

A fragment-based docking approach was developed to tackle this high flexibility issue [1]. Its core idea is

to split the ligand into overlapping fragments, and dock them onto the rigid receptor separately, assembling
the fragments back into the whole ligand afterwards. For the full procedure to succeed, each fragment must

return at least one correct pose (so-called near-native): this is the sampling problem. The poses are obtained
by minimisation using a differentiable energy function. Then, before assembling, docked fragments must be

filtered, keeping a high percentage of near-natives. Otherwise, the assembly task once again becomes too
expensive computationally: this is the scoring problem. The filtration is done using a scoring function. We

are working with the ATTRACT docking engine, where the same function is used both for sampling and
scoring. It has the shape of a Lennard-Jones potential, and 2 parameters per atom type pair (1054 in total).

The current parameters were obtained in 2010 by extraction of the statistical potentials from RNA-protein
crystal structures and were optimized by a random Monte Carlo-like strategy [2].

These parameters were not initially tailored to ssRNA and their performance is not flawless. Our goal is to
optimize docking parameters, improving both sampling and scoring performance. To achieve it, we created

an up-to-date dataset of ssRNA-protein complexes and set up a novel histogram-based approach. For each
pair of interacting atom types, we (a) convert the current energy function into a log-odds histogram of the

expected occurrences of atom-atom distances (discretized into bins) in native/non-native poses, using the
Boltzmann equation;  (b)  obtain  the  corresponding histogram on a  benchmark-wide  docking  test,  which

corresponds to the residual  error of  the energy function;  (c)  sum the predicted and real  histograms; (d)
analytically fit the energy parameters to the resulting histogram. Repeat until convergence - until the residual

histogram is flat. 

Our newly created dataset of ssRNA-protein complexes is expected to be sufficient for optimization. The

proposed approach for the ssRNA-protein fragment-based docking parameter optimization is expected to be
more robust  in  terms of  the fitness of  the initial  parameters  compared to the previous approach.  It  has

potential to benefit both the sampling and the scoring problems.
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Assessment  of  the  dynamics  of  SARS-CoV-2  infection  in  human  populations  is  limited  to 

epidemiological data collected in an emergency setting that imperfectly reflects the actual dynamics 

of the COVID-19 disease and the viral strain diversity.  SARS-CoV-2 is released in human feces 

and then discharged into sewage water or even in the environment in areas under poor sanitary 

conditions. Thus, wastewater-based epidemiology (WBE) is a valuable population-level approach to 

monitoring  the  viral  variants'  emerging  and  turnovers.  Yet,  the  major  efforts  (epidemiology, 

genomics, bioinformatics. etc.) are oriented towards clinical data and approaches for environmental 

data are still lacking. Here, we present deCIPHER, a pipeline for amplicon-based Oxford Nanopore 

Technology (ONT) sequencing to analyze and assess SARS-CoV-2 genetic diversity in wastewater. 

The  pipeline  integrates  11  bioinformatics  tools,  including  Seqkit,  ARTIC  bioinformatics  tool, 

MultiQC,  Minimap2,  Medaka,  Nanopolish,  Pangolin  (with  the  model  database  pangoLEARN), 

Deeptools (PlotCoverage, BamCoverage), MAFFT, RaxML and snpEff. deCIPHER is a standalone 

pipeline compatible with Ubuntu distributions, implemented in Python, including an easy-to-use 

configuration file. With a single command line and the raw sequencing data as input, the user can 

preprocess  the  data,  obtain  the  statistics  on  sequencing  quality,  depth  and  coverage.  Then, 

reconstruct the consensus genome sequences, identify the variants and their  potential  associated 

effects for each viral isolate, and, finally, perform the multi-sequence alignments and phylogenetic 

analyses. deCIPHER was used to analyze wastewater data sampled in more than ten localities in 

French Guiana from October 2020 to May 2021 and generated by adapting the ARTIC amplicon 

method and the ONT sequencing. Clinical data obtained by the same approaches were also used for  

the comparative analysis. Preliminary results showed considerably high variant turnovers over time 

and space. Among them, in the 2020 fall, the B.1.219 lineage from Suriname was the major lineage 

in wastewater and clinical samples. Later in winter and early spring 2021, the Guyanese lineage 

B1.160.25 became the dominant variant in most localities associated with a Brazilian variant P2. 

deCIPHER is intended to provide an additional tool for the WBE approaches to monitor at a large 

scale the diversity dynamics of the SARS-CoV2. It should be thus considered as a powerful tool for  

large disease surveillance of a multitude of water-linked emerging pathogens. 
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In large scale genome annotation projects, multiple RNA-seq datasets are typically generated and/or ana-

lyzed to characterize the transcriptome of various tissues or cell types. While many RNA-seq pipelines are 

currently available to build de novo gene models or quantify gene expression levels using a provided gene 

annotation, few allow both transcript reconstruction and expression assessment from RNA-seq data in a re-

producible way. To fill in this gap in the context of the EU H2020   GENE-SWitCH project  , we have devel-

oped the TAGADA RNA-seq pipeline, for Transcripts And Genes Assembly, Deconvolution and Analysis.

TAGADA combines several reference RNA-seq bioinformatics tools into a containerized pipeline. It maps 

reads with STAR, reconstructs and quantifies genes and transcripts with StringTie and detects and character-

izes long non-coding RNAs (lncRNAs) with FEELnc.

TAGADA uses the Nextflow framework in line with the nf-core specifications. It provides a containerized 

environment that makes it compatible with a variety of high-performance computing platforms and workload

orchestrators. It is designed to be easy to use and flexible. As such it requires a minimal set of inputs: a set of

RNA-seq read files, a reference genome and its gene annotation. Optionally, a simple tabulated metadata file 

can also be provided to describe the experimental design and seamlessly merge samples according to speci-

fied factors.

The pipeline automatically generates a large variety of quality controls in the form of interactive charts and 

tables with statistics and metrics for various steps of the workflow. Expression tables are also provided with 

read counts for annotated and predicted genes and transcripts allowing further comparative expression analy-

ses. We believe that the TAGADA pipeline offers a useful, powerful and easy-to-use way to process RNA-

seq data, nicely complementing the existing nf-core catalogue of bioinformatics tools and contributing to the 

FAANG global action.
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1. Introduction  
Genetic variations are permanent changes in the DNA sequence that determine how diverse individuals or 

populations are from each other.  The 1001 Genomes Project started in 2008 to discover detailed whole-
genome sequence variation in at least 1001 geographically diverse Arabidopsis thaliana populations or 
accessions. In 2016 the detailed analysis of 1135 genomes have been published [1]. 

Although there exist several tools to visualise mutations on the genome such as ProteinPaint [2] or SnpHub 
[3], they do not suit the A. thaliana data that are available or do not allow the interactivity that is desired. 
Therefore, in order to visualize the available A. thaliana SNPs and InDels data from 1001 Genomes Project 
[4], a new tool has been created.  

2. Tool description 
An interactive web app, with three main functionalities, has been created using the R package Shiny. This 

app is inspired by already existing tools such as SnpHub and it uses functions of different R packages such as 
Trackviewer, GenomicRanges, Leaflet and RMyQSL. 

2.1 Gene variants visualisation 

The display takes a lollipop plot shape to represent the mutations either on genes or on proteins. The user 
can choose which gene or protein he wants to visualise and if he wants to visualise the whole structure or zoom 
in into a specific region. Together with the variants, the exon-intron gene structure and protein domains (PFAM 
or Prosite) can also be displayed. At the protein level, the user can choose various outputs such as which variant 
effects (for example, high impact as frameshifts or stop codon gain or loss), or amino acid changes type 
(synonymous codon, and amino acid similarity).  

2.2 Geographic location 

It displays, according to the user choices, all the populations or only those that present a certain mutation 
(specifying its chromosome and position) on an interactive map. Soon, geographic locations should be 
associated with climate information (temperature, rain) for further interpretation of variations.  

2.3 Browse/download data 

This serves to easily analyse and/or download the data from the database either as a table of variations or 
generated sequences (at DNA or protein level). 
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Viruses are key-players in microbial ecosystems. However, predicting hosts from viruses is still a major 
challenge in microbial ecology. A few in silico methods for metagenomics data have proven useful for this 
purpose (e.g. in [1]), and they are highly invaluable when studying environmental samples. We developed a 
bioinformatic pipeline including the detection of CRISPR protospacers in viral contigs, a method previously 
used to predict hosts from marine viruses [1]. We applied our pipeline to anaerobic digestion (AD) ecosystems, 
in the context of organic waste treatment and valorisation. We focused on the diversity of viruses infecting 
methanogens, the latter being the key actors of methane production during AD. Viral diversity is only starting 
to be explored in AD processes [2], hence the great potential of new virus discovery in our study. 

After enrichment of methanogenic archaea in AD microcosms by growth on formate as the sole carbon source, 
2 DNA metaviromes and 5 cellular metagenomes were sequenced using Illumina NextSeq. Our pipeline was 
applied to all the obtained data. It was executed on the cluster of the INRAE MIGALE bioinformatics platform. 

The most generic steps of our pipeline were scripted as a snakemake workflow, to favour reproducible and 
scalable data analysis (https://forgemia.inra.fr/cedric.midoux/workflow_metagenomics). After a pre-
processing step, reads were assembled with metaSPADES. Coding regions were predicted with Prodigal. 
Taxonomic assignation of the contigs and of their predicted genes was obtained with kaiju against NCBI nr 
database. Functional annotation of the predicted genes was performed with Diamond against Phrogs 
(https://phrogs.lmge.uca.fr/), a database dedicated to prokaryotic viruses, and with ghostKoala against KEGG 
database (https://www.kegg.jp/ghostkoala/). For each dataset, reads were mapped to the assembled contigs. 

Several steps specifically dedicated to the prediction of hosts from viral contigs were performed using bash 
and python scripts. For the cellular metagenomes, spacers were detected in contigs with CRISPRdetect and 
CRISPRCasFinder. A non-redundant spacer database was built from the obtained spacer sequences. The viral 
contigs were subsequently aligned with blastn against this specific database, enabling host prediction. In 
addition, metagenome-assembled genomes (MAGs) were constructed from cellular metagenomic data with 
Metabat2. Their quality was improved with RefineM and controlled with CheckM. 

Thanks to this spacer-based approach, we were able to identify 77 viral contigs possibly originating from 
methanogenic archaea. We are currently further analysing them to confirm their nature and to study their gene 
content. The MAG reconstruction yielded 15 methanogenic archaea genomes. Thanks to these latter, we will 
search for archaeal proviruses with Phaster and VirSorter and we will also use a k-mer based method to identify 
additional putative archaeal viruses, using the tool WiSH. 
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One of the main steps in genome assembly is contig assembly, which consists in reconstructing long
and contiguous chromosomal parts based on the overlaps between the reads. The latest sequencing
advances allow the construction of longer and more accurate contigs, but misassemblies are still present
due to repeat sequences, heterozygosity and read errors. A technique that can be used for identifying
these misassemblies is linked read sequencing since it provides long-range and low-error information.
This type of sequencing is already used for correcting contigs by Tigmint [1], a tool that splits the
contigs in loci with low molecule coverage. However, in case of contigs built from long reads and with
the latest assemblers, the coverage drop is no longer su�cient for detecting misassemblies.

In this study we introduce a new correction pipeline adapted to more accurate contigs. In the first
step the connecting errors are detected by analyzing linked reads molecules profiles for each contig.
We start by aligning the linked reads to the contigs and identifying the molecules by grouping reads
with the same barcode and aligned in the same region. Then our method computes several metrics,
such as the molecule coverage, the mean read density per molecule and the mean molecule length,
per 10kb window. For each metric we identify the outlier values and we split the contig if an interval
is considered as outlier for at least two metrics. We tested the method by sca↵olding several bovine
assemblies with 3d-dna [2] and di↵erent Hi-C libraries. 3d-dna was able to connect more contigs into
sca↵olds with up to 80% increase in sca↵old N50 and even obtain complete chromosomes when applied
on contigs split with our method.

The main drawback of splitting the contigs before sca↵olding them with Hi-C based methods is the
increase in the number of very short contigs. These contigs will not have enough Hi-C contact points
to be correctly oriented in a sca↵old or even to be connected to another contig. Thus the number
of inversions or of un-sca↵olded contigs can increase. To solve these problems we propose a second
step in our pipeline that will increase the assembled sequences length by sca↵olding the split contigs
based on the shared barcodes. Several sca↵olding methods using linked read information were already
proposed such as ARCS [3] or Sca↵10x [4]. While these methods can make a di↵erence on a highly
fragmented assembly, the number of contigs connected into sca↵olds are very low when tested on
contigs constructed from long reads. This is due to higher quality of long read based assemblies where
most of long contig extremities and short contigs are complex repetitive sequences that share barcodes
with numerous other contigs. We propose a new method that constructs a sca↵old graph based on
multiple barcode sharing constraints such as a minimum number of shared barcodes, a minimum
percentage of common barcodes between two contig extremities and correct molecules lengths if a
connection between two contigs would be made. In this way we maximize the number of contigs
situated in unbranched paths and we avoid local connecting decisions which are more error-prone.
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Mitochondrial diseases (MD) are rare disorders caused by deficiency of the mitochondrial respiratory chain, 
which provides energy in each cell through oxidative phosphorylation. These diseases are extremely 
heterogeneous both clinically and genetically, with a broad range of age onset and very different symptoms, 
that makes their diagnosis very challenging. The estimated incidence is 1/5000 births, about 200 new cases 
per year in France. Although mitochondria possess their own genome, they need nuclear genes because both 
genomes encode proteins responsible of the mitochondrial biogenesis. Hence, MD are caused by pathogenic 
variants affecting either mitochondrial DNA or nuclear genes involved in mitochondrial functions. 

The advent of whole-exome sequencing (WES) and whole-genome sequencing has accelerated the 
identification of variants on previously unknown disease genes (1). Although these technologies are mainstays 
in Mendelian disease diagnosis, their success rate for detecting causal variants is far from complete, ranging 
from 25 to 50%. Several variants remain as variants of unknown significance (VUS) or they are missed due to 
the inability to prioritize them such as intronic or non-coding variants. Recently, the employ of RNA 
sequencing (RNA-seq) has been proposed. This technology provides a direct probing of RNA abundance, 
including allele-specific expression and splice isoforms. Despite the promising premises of RNA-seq to detect 
new variants, the pioneering works employing this technique improved the diagnostic power of only 10% (2). 
The development of novel integrative computational approaches are essential to resolve diagnostic deadlock 
and improve our knowledge of mitochondrial disorders (3). 

Here, we dispose of a cohort of 17 patients with clinical evidences of MD in diagnostic stalemate. WES was 
not informative since it did not allow to identify the responsible gene. Then, RNA-seq has been performed. 
We developed a novel approach, called MitoBook, that performs a co-expression network analysis based on 
the approach Multiscale Embedded Gene Co-expression Network Analysis (MEGENA) to identify functional 
co-expressed gene modules associated with MD (4). First, we tested this approach on a control cohort from 
GTEx database. Then we applied MitoBook on our patient cohort. Functional enrichment of biological 
pathways from several ontologies including GO ontology, metabolic pathways from KEGG and REACTOME, 
was performed on genes belonging to each module. To identify potential regulatory genes, we used a novel 
defined measure called patient-specificity that allowed to characterize the specificity of the modules. Finally, 
we integrated variants found by WES analysis to co-expression modules. This approach allowed to identify 
115 variants for 81 potential candidate pathogenic genes for 5 patients. The output of MitoBook is a web 
interactive application that will summarize findings by patient, by pathway and by gene. In conclusion, 
MitoBook should increase the diagnostic power up and provides an end-to-end solution for identifying 
potential pathogenic genes and is suitable for use by mitochondrial diseases diagnostic platforms.  

References 
1.  Plutino M, Chaussenot A, Rouzier C, Ait-El-Mkadem S, Fragaki K, Paquis-Flucklinger V, et al. Targeted next 

generation sequencing with an extended gene panel does not impact variant detection in mitochondrial diseases. 
2018.  

2.  Kremer L, Bader D, Mertes C, Kopajtich R, Pichler G, Iuso A, et al. Genetic diagnosis of Mendelian disorders via 
RNA sequencing. 2017. 

3.  Labory J, Fierville M, Ait-El-Mkadem S, Bannwarth S, Paquis-Flucklinger V, Bottini S. Multi-omics approaches 
to improve mitochondrial disease diagnosis: challenges, advances and perspectives. Frontiers. 2020. 

4.  Song W-M, Zhang B. Multiscale Embedded Gene Co-expression Network Analysis. PLoS Comput Biol. 2015. 
 

Poster #72 - section Research

-70-



 

 

SWUXcWXUal SUedicWion of SUoWein-SUoWein inWeUacWionV XVing eYolXWionaU\ 
infoUmaWion 

Chlop QUIGNOT
1
, Hplqne BRET

1
, Raphael GUEROIS

1
 and Jessica ANDREANI

1
 

1
 Université Paris-Saclay, CEA, CNRS, Institute for Integrative Biology of the Cell 

(I2BC), 91198, Gif-sur-Yvette, France 
 

Corresponding Author: jessica.andreani@cea.fr 
 

1. InWUodXcWion  
Most biological processes rel\ on protein-protein interactions. Protein-protein docking aims to predict the 

most likel\ structural binding modes of interacting partners. Using information about the coeYolution of 
protein partners improYes this structural prediction of interfaces. Our team has contributed to the improYement 
of protein docking success rates b\ incorporating eYolutionar\ information into docking strategies. Here, Ze 
present our most recent achieYements in this respect. 

2. ReVXlWV and SeUVSecWiYeV 
In preYious Zork, Ze deYeloped a protein-protein docking pipeline that integrates eYolutionar\ information 

in the docking process [1]. Recentl\, Ze designed a noYel strateg\ to integrate eYolutionar\ information into 
atomic-leYel scoring functions and found that it greatl\ improYed their capacit\ to discriminate correct from 
incorrect interface models [2]. This strateg\ uses relatiYel\ shalloZ coupled multiple sequence alignments 
(coMSAs) containing 10 to 40 comple[ homologs. We benchmarked this strateg\ on a large dataset of docking 
targets based on unbound homolog\ models [3]. We also integrated it into the IQWeUEYDRcN3 docking serYer 
[4], along Zith tZo other major improYements: the capacit\ to use information from coYariation-based contact 
maps during the docking process and the abilit\ to combine free docking Zith template-based assembl\ 
modeling. The serYer is aYailable at https://bioserY.rpbs.uniY-paris-diderot.fr/serYices/InterEYDock3/ 

We successfull\ applied the InterEYDock pipeline to recent targets of the international CAPRI assembl\ 
prediction challenge [5]. Future perspectiYes include a better combination of our atomic-leYel modeling of 
comple[ homologs Zith coYariation-based approaches and the use of machine learning techniques to further 
enhance the e[traction of (co)eYolutionar\ signal from coMSAs. 
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Pentatricopeptide repeat (PPR) [1] are a large family of RNA-binding proteins which regulate
several aspects of gene expression, primarily in the mitochondria and chloroplast but also in the
nucleus. In particular, PPRs are involved in the maturation, splicing, editing, and translation of
RNAs. About 500 PPRs exist in Arabidopsis Thaliana, but their binding to RNA stays partially
known. The objective of our work was to predict PPR binding sites from RNA-seq data of small
RNAs.

Classically, PPR binding sites are detected using di↵erential RNA-footprinting: that is by compar-
ing the number of small RNAs of a wild and mutant plant for one given PPR along the chloroplastic
or mitochondrial genome. The disadvantage of this approach is the need to have a mutant PPR plant,
restricting the use of this approach. Here we propose to predict PPR binding sites using only the
small RNAs of wild plants.

We trained a statistical learning method (a Generalized Linear Model) to predict known PPR
binding sites from small RNA datasets. We tested our approach on two public small RNA datasets of
the chloroplastic and mitochondrial genome of Arabidopsis Thaliana. We trained our model on a first
dataset from [2] containing many binding sites to predict. Using the cross-validation technique, we
recovered a specificity of 0.999 and sensitivity of 0.756, showing that it is indeed possible to predict
these binding sites. Furthermore, we visually validated some newly predicted sites. We used the
second dataset [3] as a validation set. It contains very few known binding sites, but we were able to
recover two of the known sites. Finally, we realized a di↵erential analysis on the new detected PPR
binding sites to identify those specifics at each condition.
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Abstract

CNVs (Copy-number variations) are structural variants of the genome, consisting in deleting or
repeating segments of DNA. These changes can have important consequences leading to cancer or rare
diseases. With the great expansion of sequencing technologies, the automated prioritization of CNVs
simplifies the clinical evaluation and rapidly gets the very needed information to the patient.

In 2020, ACMG and ClinGen[1] published new guidelines for CNV classification. These highly
detailed and structured standards allow better and faster prioritization of CNVs with increased con-
sistency between di↵erent laboratories.

Here, we present a novel implementation of the ACMG/ClinGen framework using the latest bioin-
formatics references. The highly structured pipeline uses the data from the latest available resources,
including the Dosage Sensitivity Map from ClinGen[2] or the databases of structural variants from
gnomAD[3] and DGV[4]. The classification is adapted to both small and large CNVs with the imple-
mentation of rare cases such as intragenic CNV in a haploinsu�cient gene. Additional information is
available to the user, like the frequency in common population of overlapping structural variants from
gnomAD and DGV.

The predicted classification was evaluated with an original ACMG/ClinGen dataset consisting of
114 CNVs. The results were compared with the classification of two independent evaluators. The new
classification showed a very high specificity in the detection of both pathogenic and benign variants.
In 84.2% of CNVs, the prediction was the same as the prediction of at least one evaluator. For the
15.8% of predictions in disagreement, no variants classified as benign were predicted pathogenic and
vice-versa, highlighting the good performance of the automated annotation method.

The new SeqOne implementation of ACMG/ClinGen standards provides a confident and fast
classification of CNVs which could simplify the clinical interpretation of structural variants. The next
step in getting an improved classification is the linkage between phenotypes and genes included in the
CNV.
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Background: Atherosclerosis is a hardening and narrowing of arteries. It can put blood flow at risk as arteries 

become blocked. Mechanistic understanding of the effects of low-dose ionizing radiation (LDIR) on 
atherosclerosis remains incomplete. The experimental studies have shown a protective effect of LDIR on 
atherosclerosis in rodent models [1][2]. How early responses in different cell types that are known to be 
involved in atherosclerosis contribute to this effect is not clear. Challenges in understanding biological 
mechanisms of LDIR include small size of experimental animal groups, low level changes and data 
heterogeneity and multimodality. Advanced methods of multimodal data integration, including machine 
learning algorithms, have proved useful in various biomedical applications but have not been used much in 
the studies of health effects of LDIR. In this study, we report results of applying a statistical and classical 
machine learning methods to reveal causal mechanistic links between biological responses of different 
modalities observed in ApoE-/- mice exposed to low to moderate doses of gamma-radiation. Revealing 
complex correlations and causal links related to health conditions, such as atherosclerosis, can help advance 
the concept adverse outcome pathway (AOP). 

Analysis: Fourteen to 16 weeks old ApoE-/- mice were exposed to a single dose of 0, 0.05, 0.5, or 1 Gy 
from 137Cs at a dose rate of 10.35 mGy.min-1. Samples for biological assay were collected at 24 hours, 10 
days and 100 days post-irradiation. Bone marrow cells from mice sacrificed at 24 hours or 10 days post-
exposure were used to grow bone marrow derived macrophages for polarization into M1 or M2 phenotypes. 
Cells were treated with Il-4 or INFγ for M2 or M1 polarization, respectively. Polarization was validated by 
measuring the mRNA levels of polarization markers using RT-qPCR. Also, cell culture supernatants of 
polarized macrophages were harvested and cytokine expression were determined using ELISA. In this study, 
we focused on a single time point of 24 after irradiation with three modalities of data. Data from flow 
cytometry, gene expression and ELISA assay originating from the same animal were gathered. To carry out an 
integral analysis this complex and heterogeneous data obtained at different levels of biological organization, 
we employed a two-step analysis. In the first step, we used univariate and descriptive statistics analysis 
(ANOVA, PCA, PLS, RGCCA) and compared it with four classical machine learning methods (SVM, random 
forest, tree decision and Gradient boosting). In the second step, an integration of the obtained correlations into 
a biologically relevant mechanistic model that can be used as a basis for an AOP to atherosclerosis after 
exposure to LDIR was carried out. 

Results: 

Our preliminary results confirm the difficulty of visualizing the effects of LDIR. The results of univariate 
ANOVA analysis, although could test important comparisons, were limited in its ability to reveal a 
comprehensive integral insight when multiple variables were used. Using PCA allowed to reveal certain hidden 
trends in the assembly of variables, which was an improvement when compared to ANOVA. PLS and RGCCA 
were both more efficient in identifying those variables that are responsive to different treatment options and 
mediate biological phenotypic changes. Despite the low classification rate, machine learning methods allowed 
to identify those features/variables that contribute to differences between groups. These different analyses 
helped to reconstruct in more detail the mechanistic and/or causal links between various molecular endpoints 
measured under various treatment (radiation dose) and phenotypic (M0, M1 or M2 macrophages) conditions. 
Overall, our results highlight the need for comprehensive data analyses of LDIR studies and provide an 
example of such analyses using a multitude of statistical methods to understand mechanisms of LDIR effects 
on atherosclerosis.Pages must NOT be numbered. Final pagination will be set by the editors of the proceedings. 
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Abstract 
PADLE analyses RNA-seq data in a user-friendly way for biologists with a graphical web interface. The tool 
allows for differential gene expression analyses, which can be combined with functional analyses and extracting 
expression patterns.  

Although similar tools already exist, they do not provide all the features implemented in PADLE. For example, 
Shiny-Seq [1] does RNA-seq analysis, but doesn't offer several R packages to study differential expression. 
Moreover, it does not allow complex analysis (with several factors), and functional enrichment analyses (i.e. 
GO and KEGG) are limited to only two species. 

For RNA-seq analyses, three different R packages are implemented: DESeq2 [2], EBSeq [3] and edgeR [4]. 
Thus, the user will select the R package most adapted to his experimental design (complex experimental designs 
with several factors, consideration of isoforms). 

PADLE also proposes GO (Gene Ontology) [5] and/or KEGG pathway (Kyoto Encyclopedia of Genes and 
Genomes) [6] enrichment on differentially expressed genes, if a functional annotation table is provided. In 
addition to the stats for KEGG enrichment, the metabolic pathways are compiled and the enzymes that are 
activated or deactivated are highlighted in different colours on the metabolic pathways.  

This tool makes it possible to group together genes with the same expression profile but also to highlight genes 
with an expression profile that is very different from the rest of the genes. For this purpose, the following 
unsupervised machine learning methods are used:  ABOD, Isolation Forest and DBSCAN. 

Finally, PADLE allows visualising experiments, taking all the biological comparisons as dimensions and reduce 
those to 2 dimensions using SOM, PCA and tSNE methods. The graph generated permits to see the clustering 
made and compare all the biological conditions at once. 

PADLE is a web tool that will be released for public use soon. It will be possible to access it through this web 
page https://padle.sophia.inrae.fr/intro/. It allows analysis of complex RNA-seq data under a user-friendly 
interface for biologists. 
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1 Introduction 
Melanoma is the rarest but also the most serious form of skin cancer. The latest figures 

published by Public Health in 2019 show 15,513 new cases of melanoma of the skin identified in 
France. If it can be diagnosed in its early stages, with the choice of the appropriate treatment, the 
survival rate is generally good. Recent research studies show that in France the 5-year relative survival 
rate of a person living with melanoma is 87% (83% for men, 89% for women) when melanoma is 
diagnosed at an early stage. However, the 5-year overall survival rate is 52% for patients affected with 
advanced melanoma. 

During the development of a tumor, cancer cells are surrounded by many other cells, including 
healthy cells and also immune cells, such as CD+ and CD8+ T lymphocytes, Natural Killer (NK), as 
well as myeloid cells. Some lymphocytes potentiate the defence against cancer cells such as CD8+,    
T lymphocytes and NK which have the potential of killing cancer cells by their cytotoxic action. 
Others, on the contrary, can act as immunosuppressive cells, such as regulatory T cells and myeloid-
derived suppressor cells which compromise CD8 T cell-dependent immune responses, leading to 
tumor and metastases. 

2 Methods 
Here, we aim to predict patients' response to immunotherapy based on integration of multiple 

datasets extracted from their peripheral blood including phenotyping of circulating immune cells (by 
flow cytometry approaches that quantify cell-surface markers on single cells) and cytokine 
quantification in plasmas (Mesoscale). These datasets were used to create a feature matrix and various 
machine learning approaches were applied to predict patients’ responses within the context of the 
TICIMEL clinical trials [1].  Finally, radiomics images available for each patient will be integrated 
through a Convolutional Neural Network to test whether therapy response can be predicted using this 
type of data at diagnosis and 6 weeks after immunotherapy induction. 

3 Conclusion 
Integrative machine learning approaches applied to the comprehensive datasets generated as 

part of this clinical trial will provide a better understanding of advanced melanoma resistance to 
immunotherapy.  

4 References 
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The sequencing of the transcriptome has enabled to assess genome-wide changes in gene expression
in a variety of biological contexts. One of the first steps in a usual RNA-seq data analysis workflow is to
estimate gene expression by counting the reads mapped to annotated genomic regions. The reference
genome, which consist of both sequences and annotations, is mandatory to perform this step and may
have a huge impact on the subsequent analyses, e.g. identification of di↵erentially expressed genes.
While tools have been developped to compare genome annotations for many years [1], the e↵ect of
the choice of a reference genome on RNA-seq data analysis remains rarely discussed. Yet, it has been
demonstrated that the expression quantification and the di↵erential expression assessment are indeed
dramatically a↵ected by the choice of reference genome for large sets of genes [2]. Besides, this e↵ect
is tissue-dependent [2]. As recommendations for classical RNA-seq data analysis, it is preferred to use
a less complex annotation, e.g. NCBI RefSeq, for reproducibility and a more complex annotation, e.g.
Ensembl, for exploratory research [3].

The Normay rat, Rattus norvegicus species, is a widely used experimental model in medical and
biological research. The few studies quantifying the impact of the choice of reference genome on
RNA-seq data analysis mostly deal with the human genome. No particular attention has already been
paid to the Rattus norvegicus species on this topic. Here, we propose to evaluate the e↵ect of com-
mon genome annotations, i.e. Ensembl and NCBI RefSeq, of the most widely used Rattus norvegicus
genome sequence, Rnor 6.0 (RefSeq accession: GCF 000001895.5), on a classical di↵erential expres-
sion workflow based on RNA-seq data. On 2020/11/10, a new genome assembly, mRatBN7.2 (RefSeq
accession: GCF 015227675.2), was published, followed by NCBI RefSeq annotations a few months
later. Taking benefit from significant improvements in sequencing since the release of the previous
reference genome more than six years before, this new assembly exhibits much better assembly quality
metrics. This lets hope significant refinements in RNA-seq data analysis. Since this new assembly
and this new annotation were published very recently, no study has already used them. We propose
to integrate them in the evaluation of Rattus norvegicus reference genomes and characterize the im-
provements brought by this new genome. We re-analyzed published studies using RNA-seq data from
di↵erent hippocampal regions [4] and highlighted the impact of the choice of reference genome in the
context of epileptogenesis. We emit recommendations in this particular context by focusing on some
key genes using RT-qPCR data [5] as a gold standard for validation.
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Abstract

The emergence of High Throughput Sequencing (HTS) allowed the scientific community to gather a
tremendous amount of cancer genomic data. Those studies highlighted the genomic diversity of tumors
and identified biomarkers responsible for tumorigenesis that might indicate potential treatments for
which a tumor is sensitive. Those markers might predispose a person to cancer (germline mutation)
or appear during cancer development (somatic mutation). So for a cancer patient, it is capital to be
able to e�ciently identify his tumor genomic landscape, the potential targetable biomarkers and his
personalized treatment.

Biomarkers are encompassing di↵erent genomic events such that Single Nucleotide Variant (SNV),
Copy Number Variation (CNV), Gene Fusion, abnormal mRNA isoforms and mutational signatures
(Tumor Mutation Burden, Microsatellite Instability, Homologous Recombination Deficiency. . . ). The
use of short-read sequencing to identify cancer patient biomarkers and treatment is becoming a more
common practice in hospitals and requires the development of automated analysis to help clinicians
to e�ciently identify the patient treatment.

For our study, we used a novel DNA/RNA panel of more than 500 genes, that was designed to detect
actionable mutations in the tumor and can be used to identify most of the known tumor biomarkers.
We develop a complete pipeline able to identify precisely all those di↵erent genomic events and apply
the required filtering step, to remove FFPE biases, sequencing artefact and benign germline variants.
A selection process allows us to only focus our tertiary analysis on mutations that are very likely to be
associated with cancer[1]. Finally, we design a method able to identify and prioritize treatments and
clinical trials. First, we identify all variant-treatment associations from a clinical drug/trial database.
Second, as many patients do not harbor the known mutation, we developed a decisional tree to identify
the most promising treatment by prioritizing all associations returned by the database. Our tests, on
a selected set of patients, show very promising results.
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Genomes are valuable resources for characterizing microbial organisms taxonomy, their functional
and metabolic potential, as well as for evaluating and understanding their ecology and evolution.
However, the reconstruction of bacterial genomes has been historically limited by the requirement
to sequence isolates from pure cultures. Due to the fact that most bacterial species are di�cult
to cultivate it precluded genomic insights for the vast majority of microbial life. Thanks to the
development of shotgun sequencing of microbial communities (metagenomics), a direct access to the
diversity of uncultivated microorganisms is now possible in situ, bypassing the cultivation bottleneck.

During the last decade, various computational methods have been developed to reconstruct indi-
vidual genomes from metagenomes, referred to as Metagenome-Assembled Genomes (MAGs), which
have significantly expanded our knowledge about microbial genomic diversity by delineating thou-
sands of previously unknown genomes inhabiting very diverse environments, such as the human gut,
soil, and oceans. The reconstruction of MAGs from metagenomes is usually performed through two
main steps: (i) the assembly of reads into contigs, followed by (ii) the binning of contigs into (draft)
genome bins. The metagenomic assembly process can be performed using reads from a single sample,
or from multiple samples (i.e., co-assembly). Recent studies have reconstructed MAGs using either
single-assembly [7] or co-assembly [3] strategies, which both have their own benefits. While single-
sample assemblies are well suited for large numbers of relatively low-diversity samples, co-assemblies
may be beneficial for a moderate number of relatively high-diversity samples. While a recent work
reported a wide range of advantages and limitations in current MAGs reconstruction methods [2], it
still remains unclear which assembly strategies, in combination with which genome binning approach,
o↵er the best performance for MAGs recovery. Besides, although a few metagenomic workflows have
been recently developed (e.g., [4], [6]), they do not implement an automated co-assembly process, in
combination with distinct genome binning strategies, for maximizing MAGs recovery.

In order to assess the impact of di↵erent reconstruction strategies on MAGs diversity and quality,
we defined and compared four reconstruction strategies, by combining (i) single-sample assembly or
co-assembly, with (ii) single-sample or multi-samples genome binning. Reads were assembled using
Megahit [5]. We evaluated MAGs quality based on the presence/absence of single-copy core genes
(SCG), and performed the dereplication of genomes independently recovered by each strategy for
evaluation and comparison purposes. In addition, we also designed and implemented an automated
co-assembly approach based on metagenomic distance, using Simka [1], to identify optimal sets of
metagenomes to co-assemble. We implemented these complementary strategies in a Snakemake work-
flow called MAGNETO (shortly publicly available). Our tool also implements the reconstruction and
annotation of metagenomic genes catalog, as well as the taxonomic and functional annotations of all
recovered MAGs.
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1 Background

Chloroplast gene expression is essential for photosynthesis and plant viability. Much of the ex-
pression is controlled post-transcriptionally. Gaining a global picture of chloroplast gene regulation
requires detailed knowledge of the transcriptome along with the enzymatic and RNA-binding activ-
ities that shape it [1]. Several RNA-Seq based strategies have recently been developed to decipher
its complexity. Most of the tools developed, however, only count the abundance of sequencing reads
along annotated patterns (typically genes) and therefore neglect non-coding regions and regulatory
events within genes that are pervasive in the chloroplast transcriptome. In the context of di↵erential
expression analysis, these events result in local changes in the log-ratio of coverage along the genome
between compared conditions.

2 Di↵SegR

Our method, Di↵SegR, allows systematic identification of di↵erential maturation events without
relying on pre-existing annotations in a two-step design: (1) Summary of the transcriptionnal land-
scape. We assume that observed log-ratio of coverage, indexed on genomic positions, is a piecewise
constant signal a↵ected by K local changes, also called changepoints, and an added i.i.d noise. We can
infer these changepoints using an e�cient changepoint detection algorithm that optimizes a penalized
likelihood criteria [2]. These changepoints define the limits of K + 1 segments / bins within which
overlapping reads are then summarized. The first step ends by building a count matrix. (2) Di↵eren-
tial expression analysis. Each segment, through its associated row in the count matrix, is statistically
assessed for quantitative changes in expression levels between compared conditions using the negative
binomial model of edgeR or DESeq2.

3 Empirical results

Di↵SegR has been applied to two RNA-Seq datasets that were previously used in combination
with traditional molecular biology techniques to decipher the role of the chloroplast ribonucleases
PNPase [3] and MiniIII [4]. On these two sets of maturation events, Di↵SegR returns results close to
the expert annotation of the chloroplast RNA-Seq signals performed by biologists, while reducing the
analysis time from several hours to a few minutes. We could rightfully predict the role of MiniIII in
rRNA maturation and identify the pervasive role of PNPase in 3’-degradation of rRNA, mRNA and
tRNA precursor. We believe Di↵SegR will not only benefit the biologists working on organellar gene
expression but the whole community working on transcriptomics as it allows access to information from
a portion of the transcriptome that is not addressed by the classical di↵erential expression analysis
pipelines widely used today.
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AnWibioWic resisWance genes (ARGs) presence is largel\ docXmenWed in gXW microbiomes of farm
animals and represenW a major risk for animal and hXman healWh bXW Whe roXWes and mechanisms of
Wheir disseminaWion are \eW onl\ parWiall\ XndersWood. AW Whe epidemiological leYel, iW ZoXld be
inWeresWing Wo beWWer XndersWand Whe respecWiYe roles of conWaminaWion from Whe enYironmenW and
Wransmission beWZeen generaWions of animals. These Wransmission eYenWs, aW Whe geneWic leYel, ma\ be
mediaWed b\ hori]onWal Wransfer of ARGs and clonal propagaWion of ARG harboXring bacWerial
lineages. To sWXd\ Whese qXesWions, an e[perimenW Zas condXcWed aiming aW folloZing ARGs b\
shoWgXn meWagenomics across  3 generaWions of broiler chicken in WZo seperaWe bXildings.
The sWXd\ of ARG in meWagenomic samples is challenging, becaXse of seqXencing errors, shorW read
lengWh, and Yariable abXndance of genes, Zhich sXggesW WhaW specific meWhods ma\ be needed Wo
properl\ idenWif\ ARG floZs. MoreoYer, preliminar\ resXlWs haYe shoZn WhaW seYeral haploW\pes can
co-e[isW for each gene, and WhaW Whese haploW\pes ma\ be shared or noW beWZeen samples. Anal\]ing
Whis micro-eYolXWionar\ diYersiW\ is Whe ke\ idea of oXr Zork. The idenWificaWion of haploW\pes in
meWagenomic daWa is a challenge WhaW has been recenWl\ addressed ZiWh meWhods Wo idenWif\ sWrains
rel\ing on SNP freqXencies in selecWed core genome marker genes (sXch as ConSWrains[1], or
DESMAN[2]), or ZiWh meWhods Xsing reads as a phasing informaWion Wo resolYe haploW\pes on
indiYidXal genes (Hansel & GreWel [3]).
In order Wo accXraWel\ deWecW ARG floZs beWZeen samples, Ze are Zorking on a neZ ZorkfloZ based
on aligning meWagenomic reads on a non redXndanW daWabase of reference ARG seqXences
(Resfinder4.1 [4] clXsWered aW 95% of idenWiW\) ZiWh BWA-MEM, and sWringenW qXaliW\ filWers are
applied on reads and alignmenWs Xsing samWools. NXcleoWide freqXencies aW each posiWion of Whese
reference seqXences are When compXWed and sWaWisWics (nXmber of pol\morphic posiWions, nXmber of
alleles«) are recorded in order Wo qXanWif\ Whe diYersiW\ in ARGs ZiWhin samples and Whe disWance
beWZeen samples. OXr firsW resXlWs indicaWe a hXge YariabiliW\ beWZeen genes in Werms of nXmber of
pol\morphic posiWions and nXmber of haploW\pes. FXWXre sWeps Zill consisW in idenWif\ing shared ARG
haploW\pes beWZeen samples b\ Xsing approaches deriYed from Whose Xsed for sWrain resolXWion Wo
resolYe Whe differenW haploW\pes and deWermine Wheir abXndances in each sample, or b\ Wr\ing Wo infer
ARG flX[es b\ comparing samples based on diYersiW\ and disWance sWaWisWics onl\, ZiWhoXW haploW\pe
resolXWion.
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The sampling of undiseased tissues is often challenging for obvious ethical reasons. Thus, the

community usually refers to a few selected expression studies to support or validate new findings.

Most of the time, external data is retrieved (e.g., from an atlas) and is integrated as-is. Examining the

soundness of this approach has become increasingly imperative. Besides, while these reference studies

have many overlapping tissues, few have attempted to integrate the data in any way. The study

[1] investigates gene expression consistency between high-throughput transcriptomics and proteomics

across tissues and studies.

Raw data from bulk RNA sequencing [2,3,4,5] and bottom-up label-free tandem-mass spectrometry

[6,7] studies have been processed with consistent processing pipelines and gene annotation. The data

have been compared and integrated for each biological layer before their joint analyses. Note that

mitochondrial protein-coding genes (n=13) proved to be a significant biasing source and were removed

from most analyses.

Transcriptomic samples with identical histological origin have higher levels of correlation than

samples collected for the same study. Globally, mRNAs (including ubiquitous and more tissue-specific

ones) show similar expression profiles across studies for a given set of tissues. On the other hand, the

proteomic data present high discrepancies between studies due to the high detection variability of the

mass spectrometry.

Nonetheless, the joint study of mRNA and protein expressions highlights that, for most tissues,

we can observe quite good (and significant) correlation levels across biological layers, even when the

samples have a di↵erent genetic background (due to the independent sampling). Many genes present

a similar expression pattern for their mRNA and protein, e.g., genes for which the proteins have been

detected in a single tissue are more likely to have an mRNA that is tissue-specific. Additionally, gene

groups have presented interesting functional enrichments of biological processes: highly correlated

protein and mRNA pairs are enriched in catabolic processes. In contrast, the most anticorrelated ones

are enriched for ribosomes and ncRNAs regulation. Finally, highly tissue-specific genes are enriched

for signalling processes.

Integrating proteomics and transcriptomics, even from independent studies, can help to improve

our general knowledge and current biological models. This work has established an extensive list of

genes presenting a robust transcriptomic and proteomic expression across tissues and studies. Besides,

the highlighting of gene groups with distinct functional enrichment profiles has laid a framework for

further research.

References

[1] M. Barzine. Investigating normal human gene expression in tissues with high-throughput transcriptomic and

proteomic data. PhD thesis, University of Cambridge, July 2020.

[2] J.C. Castle and al. Digital genome-wide ncrna expression, including snornas, across 11 human tissues using

polya-neutral amplification. PLOS ONE, 5:1–9, 07 2010.

[3] D. Brawand and al. The evolution of gene expression levels in mammalian organs. Nature, 478:343–348, 10

2011.

[4] M. Uhlén and al. Tissue-based map of the human proteome. Science, 347, 2015.
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The last decade has seen the emergence of technologies to produce maps of protein or RNA content of
single cells in intact tissue slices. These spatial and single cell - resolved omics methods offer great
opportunities to further understand developmental processes and diseases such as cancer. Yet, data generated
by these technologies require adapted methods to extract as much information as possible - such as the
spatial relations between variables (RNA or protein counts) - and to cope with the size and high
dimensionality of these datasets.

Here we will show how representing solid tissue samples as networks is fruitful to analyse cell-cell
interactions and find local communities. In these networks nodes are cells and edges represent contact
between them. We present W\VVerand [1], a Python library to reconstruct spatial networks from bioimages
with high speed and accuracy. W\VVerand can reconstruct networks from segmentation images or coordinate
arrays, it implements several reconstruction methods and utilities to choose the most appropriate parameters,
and can output networks in formats compatible with several libraries dedicated to network and single-cell
analysis.

We demonstrate how these networks can be analyzed with moVna, the Multi-Omics Spatial Network
Analysis Python library. moVna can compute z-scored mixing matrices and assortativity [2], a measure of
how cell types tend to interact preferentially with each other in whole samples. To study cell interactions at a
more local scale , moVna also features the NeighborV AggregaWion SWaWiVWicV (NAS) method, which is
designed to find spatial areas or local communities of specific cell types or states. In this method, variables of
each cell and their first order neighbors are aggregated and summarized by their central tendency (mean or
median) and variability (standard deviation, interdecile range, …). These "aggregation statistics” are
clustered with a noise-aware algorithm that can define arbitrary-shaped clusters. The clusters define spatially
coherent areas, some of them contain several cell types, and a given cell type is not necessarily limited to one
specific cluster. Furthermore, we can subtract for each cell the contribution of its phenotype to RNA or
protein counts before the aggregation analysis, in order to highlight variables that are modulated by spatial
factors. These spatial areas can then be compared between each other or across patients to assess how spatial
patterns are associated with specific biological processes such as development or tumor progression.

The W\VVerand and moVna libraries can thus be used on various multi-omics spatial datasets to discover
spatial clusters and patterns, uncovering local communities and interactions between different cell types and
states.
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Germ Cell Tumours (GCT) are thought to be derived from aberrant primordial germ cells[1].
Although when the\ emerge and how the\ diversif\ remains unclear. The\ are a heterogenous
group of tumours, presenting diverse histological subt\pes, and are the most common malignanc\
in \oung males[2].

Regulator\ RNA pla\s a ke\ role in modulating gene expression, and small non-coding RNA has
previousl\ been profiled in various t\pes of cancer[3,4]. MicroRNAs (miRNA) are the most
frequentl\ studied class of small noncoding RNA. The\ integrate with argonaute proteins to create a
sequence specific silencing complex (miRISC) to h\bridi]e to specific mRNA and silence
target-gene translation[5]. Another regulator\ class, piRNAs, are especiall\ present in germline
cells and are thought to interact with the PIWI famil\ of proteins to silence transposable
elements[6]. Both of these have been extensivel\ studied in model organisms but stud\ of these
small non-coding RNA in subt\pes of human GCT has so far been limited.

Here we present findings from a transcriptome sequence stud\ of small RNA isolated from 8
gonadal controls and 10 testicular and ovarian GCTs, further classified b\ histological subt\pe. We
demonstrate that there is a general underexpression of piRNA in GCT compared to controls.
Furthermore, the signature of miRNA overexpression allows differentiation between the
histological subt\pes of testicular GCT, and demonstrates similar profiles between metastases and
primar\ GCT for both classes of small RNA. We observed mir-371-373 to be universall\
upregulated in GCT regardless of histological subt\pe, as well as significant downregulation of the
tumour suppressing let-7 class of miRNA. Our data suggests global piRNA downregulation across
all testicular and ovarian derived GCTs.
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Spatial transcriptomics is a new type of genome-wide expression profiling methods that allow to count 
and localize the transcripts on histological sample sections. This technique has been used to lead some 
researches about human diseases, like the characterisation of some specific cells inducing the 
Alzheimer's pathology [1]. For these methods, specific slides that capture poly(A) mRNA are needed. 
These slides contain spots with spatially barcoded mRNA-binding oligonucleotides in addition to 
UMIs (Unique Molecular Identifier). As the sequence of each barcode is known, it can be related to 
coordinates. The RNAs are fixed by the oligo by diffusion through the tissue section. Reverse 
transcription occurs while the tissue is still in place, generating a cDNA library that incorporates the 
spatial barcodes and preserves spatial information. After sequencing of the strands, their localization is 
retrieved. Tools and workflows to process and analyse these particular sequencing data have been 
developed. One of the first companies that market products and instruments to carry out spatial 
transcriptomics, 10X Genomics (under the name of Visium Spatial Gene expression Solution), 
provides a workflow with an open source software: Space Ranger 
(https://support.10xgenomics.com/spatial-gene-expression/software/pipelines/ latest/using/count). 
Here, we propose to compare Space Ranger ability to generate gene expression count matrices from 
sequencing data with another widely used open source pipeline: ST Pipeline [2]. 
ST Pipeline and Space Ranger are both of them an informatic pipeline dedicated to the spatial 
transcriptomics, allowing to study the data coming from the sequencer and generates count matrices 
and other data useful for downstream analysis. Here, we used the same dataset of mouse brain 
(https://support.10xgenomics.com/spatial-gene-expression/datasets/1.1.0/V1_Adult_Mouse_Brain) 
publicly available on the website of 10X Genomics to evaluate both pipelines. 

Between the two pipelines, several steps are similar, e.g. the quality filtering, the mapping, the 
demultiplexing, the annotation and the read counting, but we can notice some differences with the 
parameters given during the call of the same software used, like STAR [3] for the read mapping step. 
The scripts called during the process were analysed and to take into consideration the parameter 
differences. Moreover, each tool has its own specificities, which implies that some analyses are not 
found in both of the pipelines but just only in one, e.g. contaminant discarding only performed by ST 
Pipeline. We compared the outputs of the two pipelines, and more particularly the count matrices that 
are retrieved. 

We will provide recommendations and criteria to help future users to choose between these two tools 
based on this comparison. As an example, we will apply these recommendations to select the best tool 
for the analysis of newly generated spatial transcriptomics data from 16 hippocampus sections through 
3 different phases of the epileptogenesis in a rat model for Mesial Temporal Lobe Epilepsy (MLTE). 
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1. Background

Non-coding RNAs (ncRNAs) represent a large component of the human transcriptome and have been

shown to play important roles in cancers. The ability of ncRNAs to control gene expression makes them
critical components of the cell plasticity and attractive targets for drug development. In particular, circular

RNA (circRNA), a class of ncRNAs that have been poorly studied until now, can act as microRNA (miRNA)
sponges1 and may thus indirectly regulate expression of genes involved in cell plasticity. In this project, we

propose to infer the RNA regulatory network underlying treatment resistance in melanoma, by integrating
multi-level transcriptomic data and accounting for co-expression and predicted physical bindings. We aim at

automatically identifying at a large-scale, sponge mechanisms involving circRNAs associated to treatment
resistance, that could be targeted by specific therapies.

2. Results

We generated a multi-level transcriptomic data for the different types of RNAs (mRNA, miRNA and
circRNA) from melanoma cell lines, resistance or sensitive to treatment (BRAF inhibitor). From these data,

we identified RNA signatures associated to treatment resistance. We then built an extensive miRNA-binding
database using the TargetScan2 program, considering both mRNA and circRNA as potential targets. For each

predicted  miRNA-binding  sequence  (MRE),  the  context  score  representing  the  targeting  efficacy  was
calculated as proposed by TargetScan. This score is calculated using cumulative scores considering all the

features of the site (seed-pairing stability, location, target site abundance…). We inferred a RNA-regulatory
network, where nodes represent the different types of RNAs and edges represent the co-expression between

two miRNA-targets or a physical binding between a miRNA and its putative target. 
Sponge candidate were retrieved according to two main criteria: (1) shared miRNA(s) and (2) co-expression

between the circRNA and mRNA(s). We proposed different metrics to automatically estimate the sponge
efficiency and the extent of sponge impact for each circRNA, by taking into account the number of impacted

genes and the previously calculated MRE context scores. Based on our metrics, a set of experiments will be
carried out to validate the best circRNA sponge-candidates. 

3. Conclusion

Our approach allows inferring a RNA regulatory network based on expression and binding interactions.
We introduce different metrics to automatically identify circRNA sponges and prioritize the most likely and

relevant sponge mechanisms for functional validations. A shiny web app is under development that will
allow biologists to explore and visualize the constructed RNA network and focus on sponge mechanisms of

interest.
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1. IQWURdXcWLRQ
The mutation in the gene isocitrate deh\drogenase 1 (IDH1) is implicated in Acute M\eloid Leukemia (AML),

as cells Zith the alteration abnormall\ produce an oncometabolite 2-h\dro[\glutarate (2-HG). 2-HG Zas found to
cause Zidespread changes in DNA meth\lation [3]. IDH inhibitors have shoZn good clinical response in AML
patients. HoZever, primar\ or acquired resistance to IDH inhibitor therapies represent a major problem limiting
their efficac\. The mechanisms that mediate resistance to IDH inhibition are poorl\ understood. We present an
anal\sis of gene e[pression, inferred Transcription Factor (TF) activit\, and clinical outcome in AML patients to
uncover pathZa\s related to IDH inhibitor resistance.

2. MaWeULaOV aQd MeWKRdV
We studied 64 patients Zith relapsed or refractor\ AML Zho received IDH inhibitor therap\ [1]. Gene

e[pression Zas profiled b\ RNAseq, at diagnosis and relapse. We used the R package VIPER [2] and the dorothea
netZork [3] to infer TF activities.

3. ReVXOWV
The anal\sis of TF activities in relation to the response to IDHi shoZed that the activit\ of RUNX1 and CEBPa

are linked to the clinical outcome. A Vitamin D metabolic process is found to be enriched in Non-Responders and
is currentl\ studied for its link to CEBPa in AML IDHm cell lines [4]. Statistical anal\ses shoZed correlation
betZeen the activit\ of RUNX1 and the presence of IDHm in a cohort from an independent dataset [5] Zhere
RUNX1 is more active Zhen IDH is mutated. Some other TFs are significantl\ differentiall\ inactive in Complete
remission samples compared to other cases, including SMAD3, FLI1, NFE2L2, Zhereas the combination of the
tZo TFs FOXA1--GATA3 is found to have higher activit\. CEBPA, RUNX1, FOXA1, GATA3 and SMAD3 are
associated Zith differentiation, confirming that leukemia stemness is an important pathZa\ in primar\ resistance
[1]. NFE2L2 is linked to the coordinated up-regulation of genes in response to o[idative stress and seems to also be
linked to the Vitamin D pathZa\ in AML [6].

4. DLVcXVVLRQ
Co-occurring mutations in RUNX1 and RAS pathZa\s genes, for e[ample, are frequent in IDHm AML cases

and studies have alread\ made a link betZeen these genes and response to the treatment [1] but the regulator\
netZork behind that is still unclear. These preliminar\ results have to be confirmed e[perimentall\ and epigenetic
anal\ses using chromatin conformation are in progress to link the regulation of these TF to epigenetic mechanisms
that are impacted b\ IDH mutation. Mitochondrial metabolism is an important pathZa\ of resistance in AML and
these results confirmed its close relationship to stemness.
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Abstract: 
The World Health Organization declared in its report in 2017 a list of microorganisms more critical and 
priority for research and development of new antibiotics, including Acinetobacter baumannii, it is a multi-
resistant opportunistic bacteria responsible for nosocomial infections that can be sometimes serious in frail 
people; it can cause septicemia, pneumonia, and bacteriemia [1]. A Bioinformatics study was conducted on 
A.baumannii to identify a new therapeutic target not yet exploited in antibiotic therapy by using a 
subtractive genomics approach and to seek new therapeutic molecules by applying the computational 
methods, i.e. homology modeling, docking, and virtual screening. 
The Data of Essential Genes database [2] allowed us to identify 452 proteins essential to the survival of the 
bacterium. The second step consists of eliminating the redundant paralogous sequences with a percentage 
of identity >60 by using the CD-HIT server [3], two protein sequences were eliminated and the final 
number remaining is 450 proteins. The next step is to eliminate proteins homologous to the human 
proteome, to do this, a comparative analysis of protein sequences was performed by BlastP [4] of the 450 
proteins of A.baumannii against the human proteome (Taxid: 9606), proteins with a percentage of identity 
�38% aUe cRQVLdeUed QRQ-homologous [5]. 220 proteins were retained. The latter decreased to 164 proteins 
after eliminating hypothetical proteins (proteins predicted by gene identification tools, but for which there 
is no experimental evidence [6] and those with an amino acid number <100 since they are not suitable to 
represent essential proteins [7]. This work was followed by a study based on a manual comparison of 
metabolic pathways between pathogen and host proteins by the Kyoto Encyclopedia of Genes and Genomes 
server [8] to identify proteins unique to the pathogen involved only in metabolic pathways specific to it. 
The final number identified was 17 proteins. Determination of cellular localization by PSORT-B [9] and 
calculation of molecular weight by the Protein Molecular weight tool, are also important criteria for the 
identification of therapeutic targets since it has been shown that cytoplasmic proteins having molecular 
weight <100 are likely to be potential therapeutic targets[10]. The 17 proteins previously identified 
underwent a protein druggability analysis via Drug Bank [11]. The objective is to identify the percentage of 
similarity that these proteins share with known target proteins that can interact with existing drugs (high 
affinity) without modulating their activity [12]. The result provided by this analysis allowed us to identify 8 
proteins considered druggable, included the lpxC enzyme. Among these, we have to choose the most 
appropriate one to establish the virtual targeting. Referring to the literature, and based on several criteria, 
we could choose the enzyme LpxC, since it represents a potential therapeutic target in other 
microorganisms [13] and The importance of the vital metabolic pathway in which it is involved 
"biosynthesis of lipopolysaccharides" [14]. In addition, LpxC presents a cytoplasmic cellular localization 
and a molecular mass of 30.35 KDa. Regarding the availability of the three-dimensional structure, a search 
was made using the PDB database [15] to distinguish proteins with a 3D structure already determined 
experimentally from those with a 3D model requiring the adoption of the concept of homology modeling to 
build a 3D structure of the chosen target. The result confirmed that the enzyme LpxC presents the most 
adequate model (PDB ID: 5N8C) with the highest percentage of identity (59%). This leads us to choose the 
enzyme LpxC, then, building a 3D model using the SWISS-MODEL server [16] and validated by the 
SAVES server. 
The second step of this study, is to perform the molecular docking, to do this , a search in the Binding 
Database [17] was performed, we could collect 424 chemical compounds that can act on the enzyme LpxC 
and after performing the screening by the software Autodock (v.1.5.6) , we chose the 5 best ligands with the 
lowest binding energies (Ranging from -7.91 kDa/Mol and -8.54 kDa/Mol) that can be proposed as 
potential inhibitors including the compound PubChem 70701903 (Belongs to the class of benzamides, 
antibiotics capable of acting on the enzyme lpxC of Escherichia coli and Pseudomonas aeruginosa [18]). It 
has a maximum energy of -8.54 kDa/Mol and it is stabilized by 4 hydrogen bonds near the active site of the 
enzyme (his240). Predicting the ADME-T properties to obtain more active molecules (leads) and 
performing a complimentary in vitro study are an asset to validate the obtained result. 
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An alternative to the use of synthetic pesticides and antibiotics in agriculture is to spray local
plants extracts, in aqueous or essential oil form. To this end, the Knomana knowledge base [1]
compiles various knowledge sets on plant use such as the 42000 descriptions of pesticidal plant uses
for plant, animal, and public health presented in the literature. As the One Health approach dictates
to be aware of the additional uses of these pesticidal plants to prevent their unintended e↵ects on the
animal, the human, and their environment, the challenge for the domain experts (e.g. entomologist,
pathologist) is thus to identify the pesticidal plants in Knomana considering the One Health approach.

With the aim to present knowledge to the expert using a compact and comprehensive formalism,
in [2], we computed the Duquenne-Guigues basis (DGB) of implications on an excerpt of Knomana, in
which each plant is described using its taxonomy (i.e. species, genus, and family), to be consumed as
food, and to be used in medical care. The DGB method is based on Formal Concept Analysis (FCA)
and provides a cardinality-minimal set of non-redundant implications. By considering a reduced
knowledge set, this work identified 3 types of knowledge elements in the implications: knowledge on
plant use at diverse taxonomy levels (e.g. Plants from Meliaceae family are not consumed as food),
plant taxonomy (e.g. A plant from Salvia genus is from Lamiaceae family), and side e↵ect of the
knowledge set, e.g. a plant from the Piperaceae family is from the genus Piper. This latter illustration
is not in accordance with taxonomic referential and thus informs on the extend of knowledge inserted
in Knomana. Moreover, as plant taxonomy is known by the experts, removing it from the implications
eases their reading but makes it tacit knowledge.

Implementing this method to select pesticidal plants requires to consider Knomana as a multidi-
mensional (ternary) dataset, and thus to use the extension of FCA devoted to this kind of knowledge
discovery, i.e. Relational Concept Analysis (RCA). Therefore, computing the DGB of implications
based on RCA provides linked set of implications which includes the existential quantifier. Converting
this formulation as practical expression is a need for the domain experts.

This poster describes the product line that formulates Knomana knowledge on pesticidal plants
as implications, from which the implicit knowledge elements were removed and the side e↵ects are
highlighted to alert the expert. This product line was developed using the library fca4j from Cogui
software (http://www.lirmm.fr/cogui/), that provides the RCA based DGB of implications, and
using a post-process which di↵erentiates the 3 types of knowledge elements within the implications. As
an illustration, this poster presents the implications on Spodoptera frugiperda, a highly polyphagous
insect that is close to invade South of Europe. The perspective of this work is to identify pesticidal
European plants species that share chemical components similarities with plants used to control this
pest in its native area.
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Pituitar\ is a small endocrine gland located at the base of brain. The anterior part of the gland produces and 
secretes seYeral hormones Zhich pla\ important roles in the groZth, the deYelopment and the functions of 
numerous organs. Different subt\pes of endocrine pituitar\ tumors e[ist. While somatic mutations, cop\ 
number alterations, cell-c\cle d\sregulations and epigenetics changes haYe been identified in most pituitar\ 
tumor-subt\pes, the transformation and tumor-driYing mechanisms in the gonadotroph subt\pe remain 
unknoZn [1]. Here, Ze Zant to e[plore Zhether the implication of the tumor microenYironment pla\s a role 
in gonadotroph adenoma based on its emerging roles as candidate actor and therapeutic target in pituitar\ 
tumors [2]. To that e[tent, our main objectiYe is to characteri]e the composition and transcriptional landscape 
of gonadotroph tumors microenYironment through the use of single cell genomics.  

To address our objectiYe, Ze performed single cell RNA sequencing (scRNAseq) on surgicall\ resected 
gonadotroph tumors. Single cells dissociated from tumors Zere encapsulated using a chromium controller 
(10X Genomics) prior to librar\ generation and sequencing. During m\ internship, I deYelop a single cell 
RNA-seq (scRNA-seq) pipeline Zith conda and snakemake [3] to ensure an automati]ed and reproductible 
pipeline. The latter comprises three steps: (i) data acquisition (reads qualit\ check, read trimming, 
demultiple[ing and mapping Zith StarSolo), data cleaning (cells qualit\ check, batch effect correction, and 
normali]ation) and cell subpopulation identification both Zith Seurat. 

Here, Ze aim (i) at optimi]ing a scRNA-seq pipeline to e[plore the cellular composition of gonadotroph 
tumors, (ii) at determining if the microenYironment influences the tumorigenesis or if tumor cells haYe a 
genetic origin, and (iii) at pointing out neZ tumorigenesis factors/biomarkers in gonadotroph adenoma. 
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In WXmoXUV, canceU cellV aUe VXUUoXnded b\ a diYeUVe collecWion of immXne and noUmal VWUomal cellV, Zhich
haYe an impacW on WXmoXU pUogUeVVion and UeVponVe Wo WheUap\. QXanWificaWion of cell W\pe abXndance fUom
bXlk daWaVeWV coming oXW of WXmoXU biopVieV (deconYolXWion) iV one of Whe moVW UeleYanW compXWaWional
appUoacheV foU immXno-oncolog\, aV, ideall\, iW aVpiUeV Wo be a cheapeU alWeUnaWiYe Wo Vingle cell e[peUimenWV,
applicable Wo an\ kind of omicV daWa. DeconYolXWion can be claVVified in (1) VXpeUYiVed, ZheUe bXlk daWa aV
Zell aV pUioU knoZledge aUe needed Wo infeU each cell W\pe¶V abXndance; and (2) XnVXpeUYiVed, ZheUe Vome
Vpecific e[pUeVVion pUofileV (componenWV) WhaW define Whe bXlk daWa aUe infeUUed and qXanWified acUoVV Whe
VampleV[1,2]. UnVXpeUYiVed deconYolXWion coXld poWenWiall\ qXanWif\ Whe pUeVence of noYel cell
W\peV/phenoW\peV, ZhoVe e[pUeVVion VignaWXUeV can be pUojecWed onWo oWheU daWaVeWV. NeYeUWheleVV, aV
componenWV and VoXUceV aUe infeUUed maWhemaWicall\, WheVe meWhodV aUe VenViWiYe Wo noiVe, hindeUing Whe
idenWificaWion of Whe VoXUce behind Whe deWecWed componenWV, and WhXV compUomiVing WheiU XVefXlneVV foU cell
W\pe deconYolXWion [2].

UVing XnVXpeUYiVed deconYolXWion Zhen accoXnWing foU Whe pUeVence of cell W\peV iV a doXble-edged VZoUd,
aV biological VoXUceV ZiWh VimilaU e[pUeVVion VignaWXUeV aV Wechnical noiVe coXld be confoXnded inWo VimilaU
componenWV if Whe nXmbeU of componenWV iV loZ. FoU inVWance, Ze UeplicaWed PXleo eW aO. 2018 [3]
IndependenW ComponenW anal\ViV (ICA) and Uan VeYeUal VXpeUYiVed deconYolXWion meWhodV, VhoZing WhaW Whe
componenW iniWiall\ aVVociaWed ZiWh Whe age of Whe paUaffin block iV alVo conViVWenWl\ coUUelaWed ZiWh Whe
abXndance of NeXWUophilV aV Zell aV NK cellV. HeUe Ze pUeVenW a pUojecW Wo VWXd\ Whe XVefXlneVV of
XnVXpeUYiVed deconYolXWion appUoacheV foU deWecWing Whe pUeVence of Vpecific cell W\peV oYeU Wechnical and
biological noiVe, b\ compaUing VXpeUYiVed and XnVXpeUYiVed deconYolXWion meWhodV, and inWegUaWing Whe
aYailable meWadaWa oYeU pancUeaWic canceU VampleV. In paUWicXlaU XVing GEM-DeCan [4] foU Whe VXpeUYiVed
deconYolXWion and diffeUenW XnVXpeUYiVed VWUaWegieV inYolYing Whe JADE ICA algoUiWhm [5] on Whe Zell
knoZn daWaVeWV of PXleo eW al. 2018 [3], TCGA [6] and ICGC [7]. AlWogeWheU Ze aim Wo pUoYide gXidelineV
on hoZ Wo appl\ e[iVWing deconYolXWion WechniqXeV Wo chaUacWeUi]e immXne infilWUaWeV Zhich coXld be
poWenWiall\ XVefXl foU noYel WaUgeW diVcoYeU\, e[ploUing dUXg UeViVWance mechaniVmV and peUfoUming paWienW
VWUaWificaWion.
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By  sequencing  the  whole  genetic  material  present  in  a  sample,  metagenomics  provides  a  culture-

independent approach to characterize microbial communities. Over the last decade, metagenomic profiling of

the human gut microbiome led to the identification of species associated with conditions including several

diseases and different lifestyles. As the resolution of metagenomic profiling increases, it is becoming clear

that  genetic  variability  within  microbial  species  should  be  carefully  considered  as  it  can  explain  both

microbial  phenotypic  variability  and  variable  association  with  host  conditions  [1,2,3].  While  improved

computational methods are trying to profile the tremendous conspecific variability of microbial taxa within

metagenomes [4], current methods are lacking the ability to identify the most functionally relevant portion of

such variability which is frequently due to biosynthetic gene clusters (BGCs) of potential mobile origin [5].

In order to identify BGCs that can functionally explain intra-species variability of members of the gut

microbiome and their potential association with host conditions, we developed a new method that  de novo

identifies  them  using  a  combination  of  intra  species  strain-level  comparative  genomics,  gene  synteny

information from reference and metagenome-assembled genomes, and sequence composition features.  We

applied the new method to profile BGCs of 23 bacterial species across ~9,000 human gut samples. This

highlighted the extensive presence of BGCs in the accessory genome of the analysed species. Indeed, we

found more than 3,000 BGCs consisting of 6 to 16 genes (10th and 90th percentiles) that are strictly co-

present or co-absent and adjacent on the genome. These BGCs are organized in a non-redundant resource

that can be used to identify such mobile elements into metagenomic samples. The number of clusters ranges

from a few tens to a few hundred per species (up to ~370 for Bacteroides vulgatus) and can represent from 8

to 25% of the gene content of the pangenome of a species.

The functional analysis of the identified BGCs reinforced the mobile nature of most of them as they are

enriched  for  genes  involved  in  mobile  genetics  elements  such  as  transposases  or  relaxosome  proteins.

Moreover,  functional  analysis  also  revealed  that  in  some  species  up  to  40%  of  the  clusters  contain

carbohydrate active enzymes useful for complex sugar degradation (e.g.  Ruminococcus gnavus 34.6%, and

Bifidobacterium longum 39.8%). Furthermore, the prevalence of specific BGCs varies a lot across conditions

and particularly across levels of Westernization. For example, 81% of Prevotella copri vs 4% for R. gnavus’

BGCs are differentially prevalent in Westernized versus non-Westernized populations (Fisher’s exact test

corrected p_value < 0.05). Altogether, our preliminary study confirms the ubiquity of BGCs, the possibility

of identifying them de novo, and the potential relevance of profiling BGCs in under-characterized intestinal

microbial species. We also provide a resource summarizing common BGCs of relevance for downstream

analysis and for generation of functional host-microbiome interaction hypotheses.
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1 Introduction

Di↵erential features analysis such as in transcriptomics and proteomics is based on the biological

variability between independent samples in each of the two compared groups. Doing di↵erential

analysis when one group consists of a single sample, while the second group has several biological

replicates, reduces the analyzes to a descriptive level or leads to speculative assumptions based on

previous experiences with similar data [1] & [2] .

2 Context

This situation is particularly frequent in clinical studies, for example in rare diseases, where some-

times it is not possible to have more than one sample. It also concerns clinical groups formed from

heterogeneous diagnoses. Indeed, the criteria used to assign an individual to a disease group could de-

pend on the practitioner’s judgment and experience, which could be somewhat subjective. Even when

the diagnosis is based on objective criteria, assigning individuals in groups is not always in line with

the biological reality. Thus, same genetic disorder could have two di↵erent clinical manifestations,

and the same clinical presentation could result from various genetic sources. While heterogeneity of

profiles can hardly induce a Type I statistical error, it remains strongly associated with a Type II

error; thus homogeneity is essential to reliably conclude. Comparing each patient separately to the

control group, determining its profile in terms of di↵erential features, then assigning him to a group,

ensure the consistency between patients appearing clinically together. This step could be routinely

applied as a preliminary step in di↵erential analysis, where samples are taken from real patients or

living ecological entities.

3 Method

We set up a non-parametric approach to infer a deregulation in gene/protein expression when

the disease group consists of a single sample while the control group has several. This method is

therefore very useful for correctly grouping the patients who have similar clinical manifestations and

genetic profile by performing set operations for which we had previously developed and deployed a

Shiny application. Statistically, our method is inspired and adapted from existing approaches based

on the median of the distribution and the inter-quartile range. A feature is qualified as di↵erentially

relevant when it exceeds a relative threshold, which remains parametric taking into account the average

variability per matrix expression row.

4 Conclusion

We created our method when working on proteomic data obtained by protein arrays as part

of the study of the detection of auto-antibodies in Lupus patients (SLE). We could transpose this

method for analyzing RNA-Seq data, one Vs. four samples having highly homogeneous sequencing

depths. Comparing the results with the same data being analysed, four Vs. four samples, with the

robust approach of limma-trend, common transcripts qualified as di↵erential in both approaches is

encouraging. Although still needs some improvement, especially to correct for multiple testing, our

approach shows already good results.
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Abstract

In eukaryotes, the nucleus controls organelle gene expression at every post-transcriptional step, relying
almost exclusively on nuclear-encoded proteins that are imported into the organelle and bind to their RNA

target in a sequence-specific manner. Evolution of these RNA-binding proteins, together with the network of
their RNA targets, is instrumental in the response of eukaryotic organisms to environmental changes.

In photosynthetic  eukaryotes  of  the green lineage,  the RNA-binding proteins  involved in  the nuclear
control  of  chloroplast  gene  expression  belong  mostly  to  the  PPR (pentatrico-peptide  repeat)  and  OPR

(octatrico-peptide repeat)  families  of  alpha-solenoid proteins [1],  which harbor  35 residue-  (PPR) or  38
residue- (OPR) tandem repeats, each consisting of a pair of antiparallel alpha-helices. As expected from their

evolutionary role, the PPR and OPR repertoires are remarkably diverse between organisms, with land plants
containing more than 400 PPRs [2] and a few OPRs, whereas the microalga  Chlamydomonas reinhardtii

encodes only 14 PPRs [3] but as many as 127 OPRs [4], some of them possibly acting as endoribonucleases
[5]. The evolution of these repertoires in terms of gene gain and loss likely reflects their genetic adaptation to

different lifestyles or ecological niches.

Here we present two approaches for annotating alpha-solenoid proteins targeted to the chloroplast and the

mitochondria using a semi-automated pipeline. The first approach  retrieves candidate proteins with known
OPR and PPR motifs using a profile-based similarity search, while the second approach selects candidate

proteins likely to adopt an alpha-solenoid fold with key characteristics of OPR and PPR. This work will
facilitate further investigations of the evolutionary history of alpha-solenoid proteins that  are potentially

involved in the regulation of organelle gene expression. Observed sequence variations will also allow us to
better  understand the  determinants  of  their  RNA affinity  and specificity  through physical-chemical  and

modelling studies.

Applied to Archaeplastida our method efficiently retrieves known OPR and PPR proteins, as well as TPR

proteins and identifies new candidates. Results of the method applied to Diatoms will also be presented.
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1. Introduction
Characterization of microbial communities with omics technologies shed to light powerful

biomarkers for diagnosis and prognosis in human health [1]. In particular, shotgun metagenomics
allows a highly precise microbiome profiling. Indeed, prediction of phenotypic features, such as
clinical status or disease states can help to stratify patients which is the first step toward precision
medicine. Many machine learning (ML) methods have been developed to tackle classification and
regression problems yet statistical specificities of metagenomic data make difficult the learning task
[2]. In the present work, we compare the commonly used ML methods on a quantitative
metagenomics dataset.

2. Methods
We developed a workflow in R to browse and compare ML methods for classification or regression

implemented in the caret package [3]. A table where microbial features (species, functions,
metabolites) are quantified across a set labelled samples (e.g: control/disease) is taken as input. Then,
the selected models are trained and evaluated with repeated 10 fold cross validation. Each model is
trained 100 times with different random splits. The Activeon Proactive workflow engine was used to
efficiently distribute the computing load on multiple servers. The code is available upon request.

3. Results
We applied our workflow on a dataset where the fecal microbiota of patients with cardiovascular

diseases is compared to healthy controls using shotgun metagenomics. Each model was tested on
regression or classification problems, expected to be easy or difficult to predict. We compared the
models with several indicators including predictive performance (F-score, Rð), stability across
iterations and computational resources consumption. We also explored the impact of common
preprocessing steps to remove non informative variables (near zero variance features, linear combo,
etc.). We observed that a wide range of common methods show similar predictive performance (svm,
pls, glm, rf, etc.) although some can be very slow (spls). Finally, the choice of the best model may be
guided by other criteria like the interpretability that can give insights in the underlying biological
hypotheses in order to provide insightful medical decisions.
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The first release of our MethMotif database [1], an integrative cell-specific database of transcription
factor (TF) binding motifs coupled with DNA has clearly shown how transcription factor binding site
motifs are cell-specific and dependant to DNA methylation profiles. To facilitate cistrome/methylome
data analysis and integration, we developed TFregulomeR, an R-library that combined an up-to-
date compendium of ChIPseq and whole-genome bisulfite sequencing datasets [2]. These resources
provide a novel framework that opens a new avenue for large-scale and multi-dimensional integrative
analyses which has been proven to be useful to determine context-specific TF partners and to brought
to light TF’s cell-specific functions. Using TFregulomeR, we expanded the range of information
available in the new release of MethMotif by listing a breakdown of context-specific TFs’ co-factors
and ontology terms of gene targets. Using our toolbox, we have shown that TF’s target ontologies can
di↵er notably depending on their partners, making the 2022 release of Methmotif (methmotif.org) the
first TFBS database that incorporates context-specific position weight matrices coupled to epigenetic
information and context-specific TFs’ function. In this new release, we introduced Forked-Position
Weight Matrices and Forked-Sequence Logos to better portray TF dimers at the DNA motif and
methylation levels. These new representations better depict TFBS of a TF of interest connected
to its segregated list of partners and improves PWM models of dimerized TFs, to enhance TFBS
prediction power. Ultimately, this toolbox aims to facilitate the analysis of the consequences of
epigenetic aberrations (DNA methylation) seen in diseases such as cancers. Overall, this update turns
MethMotif into an integrative TFBS database with a diverse set of regulatory element analysis tools
accessible to a broad audience.
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Transcription regulation is an important cellular process. Specialized proteins, called Transcription
Factors (TF), bind on short, specific, DNA sequences to regulate the expression of nearby genes. The
sequences recognized by a TF in the vicinity of different genes are not identical, but similar. One
captures the similarity of those binding site in different representations, which are generally called
motifs. The most widely used sort of motifs are Position Weight Matrices (PWMs) (also known as
a position-specific weight matrix (PSWM) or position-specific scoring matrix (PSSM)). A PWM is
built from a multiple alignment of observed binding sequences and capture the observed variation of
nucleotides at the different positions. Several databases (JASPAR, TRANSFAC, etc.) collect PWMs
for known TFs. Those PWMs are used to scan new DNA sequences to find putative binding sites and
possibly to annotate them. In the case of complete genomes, the scanning procedure for many PWMs
may last a long time [1].

PWMs assume that the distinct positions of the binding sequence are independent of each other.
However, several studies have observed that a mutation at a given position influences the probability
of mutation at neighboring positions. To overcome this limitation of PWMs, Kulakovskiy et al. have
proposed a more complex sort of motifs, called di-PWMs, which model the frequency of occurrence
of dinucleotides in the binding sites (instead of mononucleotides for PWMs) [2]. Their studies show
that di-PWMs improve in sensitivity compared to PWMs, and thus produce less false positives when
scanning a sequence.

Our aim is to design new search algorithms for di-PWMs, either online or offline, and to implement
them. Our online scanning algorithm computes a partial score for some positions in the current window,
and estimates the maximum achievable score for the whole window. If this score does not match the
user defined threshold, the window can be discarded. Our offline approach works in two steps. As
for read mapping, the genome is first preprocessed to produce an index data structure. Then, for any
given motif and a threshold score, we enumerate potential matching words (i.e. words whose score lies
above the threshold) and search their occurrences in the index in optimal time. The difficulty is to
design an efficient enumeration algorithm. Such an approach was developed for PWMs in the MOTIF
software [3]. If time suffices, we plan to compare experimentally our implementations to that of an
existing search tool for di-PWMs, called SPRY-SARUS (github) [1].
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High throughput multi-omic cancer studies have led to well-defined molecular classifications ac-
counting for inter-patient variations. Current understandings of cancer biology and corresponding
therapeutic strategies are based on these classifications. Nevertheless, these findings only reflect the
most abundant tumor subtype in the examined sample, thus neglecting the fact that cancers consist
of cells with di↵erent identities and origins (cell heterogeneity).

Here we propose to take advantage of recent advances in multi-omic high throughput sequencing
technologies to study how the gene expression of ‘pure’ tumor cells specifically contributes to the regu-
lation of the immune microenvironment. We designed a novel method and a corresponding R package,
named RiTMIC (RegulatIon of Tumor MICrovenvironment). First, we reconstitute a surrogate dif-
ferential expression matrix specific to tumor cells, at the patient/individual level, using a reference
free deconvolution algorithm (EDec [1]) and a personalized di↵erential expression approach (PenDA
[2]). Second, we statistically infer which genes are involved in the regulation of the microenvironment
composition. Using a realistic benchmark of simulated pancreatic tumor, we demonstrated that RiT-
MIC achieved high specificity and sensitivity to detect tumor-specific genetic regulation of immune
cell fractions. We are currently applying our pipeline on several independent cohorts of non-small cell
lung cancer to validate the method in real pathological context.

Reconstitution of gene expression specific to pure unmixed tumor cells, in each individual sample,
should allow us to unravel currently hidden genetic regulators of tumor composition. These results
will contribute to interrogate and revisit current tumorigenesis understandings, in the light of genetic
models accounting for tumor heterogeneity.
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To compare multiple genomes, a linear reference genome was often used as a coordination system
to describe genes, variations and other functional annotations across individuals. However, this single
reference was shown not to be su�cient to grasp every existing genomic variation such as copy number
variations (CNV), presence/absence variations (PAV) or more general structural variations (SV) [1].
To overcome this limitation, the concept pangenome composing a core-genome and a dispensable
genome was applied to investigate a group of genomes[2]. Graph-based data model generated by
incrementally incorporating genome-to-graph alignment information was one of the novel approaches
to represent pangenome information [3]. Here, we propose a Julia package to extract the longest
representative path from a pangenome graph that are usable for available tools working with linear
reference genome while conserving the additional information provided by a graph.

Considering the pangenome graph as a simple directed graph G = (V,E) with set of vertices
V (non-repetitive DNA sequences among individuals) and set of edges E (directed linkage between
two sequences). The longest representative path is defined as either the path containing the greatest
number of base pairs or the path containing the most common vertices among individuals. In both
cases, we have to find the longest path from one vertex in set S1 - the set of all source vertices to one
vertex in set S2 - the set of all sink vertices knowing that all vertices in the graph having a weight value
equal either the length of the DNA sequence or the number of individuals having this DNA sequence,
correspondingly. We construct a Linear Programming model to select the path having maximal weight
value satisfying these following constraints: (1) the edges must be existed in the edges of graph G,
(2) only one edge is outgoing from the set of source vertices, (3) only one edge is incoming to the
set of sink vertices, (4) there is at most one incoming edge for all vertex, (5) if there is an incoming
edge, there would be an outgoing edge for all vertex. These ideas were implemented in the package
BioGraph, which is able to access at https://github.com/nguyetdang/BioGraph.jl

We used minigraph to generate a pangenome graph of 12 near-gap-free reference genomes sequences
12 subpopulations of cultivated Asian rice [4] and the common reference Oryza sativa Nipponbare

acting as the first genome. The longest representative path were extracted from the graph using
BioGraph. In both cases, the size of the longest path is approximately 100 MBs more than the
size of Oryza sativa Nipponbare reference. Based on the rank of the graph, this Julia package also
separates sub-graphs having other cultivated Asian rice as the first genome which can be used later
to access information that are not available in the reference. In this case, all of these computations
were optimized to run parallel in less than 10 minutes.
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Biomedical data are Yer\ heterogeneous (L.e., different kinds of omics data) and high dimensional (L.e., a large 
number of Yariables compared to the number of indiYiduals). Data comple[it\ dealt Zith different structure: 
for e[ample, the same indiYiduals but different groups of Yariables or modalities. This structure is called 
"multimodal". Its anal\sis is possible for clinicians thanks to RGCCA [1, 2, 3] (a generali]ation of canonical 
correlation anal\sis). The RGCCA statistical frameZork includes a set of multiYariate anal\sis methods for a 
single (PCA; principal component anal\sis), tZo (e.g., PLS; partial least squares anal\sis), or multiple data 
sets (e.g., RGCCA). The algorithm Zill ma[imi]e the correlation betZeen each modalit\ to understand the 
relationship betZeen indiYiduals. Similar to PCA, RGCCA Zill reduce this set of matrices into a consensus 
space of a small number of s\nthetic Yariables also called "the components of the anal\sis". 

Gala[\ can be defined as a public platform, a database of omics data anal\sis tools that a user can connect to 
each other through custom pipelines [4]. We haYe deYeloped a simplified, user-friendl\ interface for the 
RGCCA aYailable on the Intergalactic Utilities Commission's European Gala[\ serYer (https://usegala[\.eu/). 
After uploading the quantitatiYe data matri[, the anal\sis can then be directl\ launched and automaticall\ 
Yisuali]ed through seYeral s\nthetic graphical outputs. For users more familiar Zith the RGCCA, an "adYanced 
mode" alloZs them to adjust the anal\sis parameters and those specific to Yisuali]ation. With this tool, the 
clinician can identif\ the Yariables in each modalit\ that are most correlated to the first tZo components (or 
a[es) of the anal\sis on a "corcircle" (e.g., transcriptomic, metabolomic, etc.) [5]. These sets of potential 
biomarkers can potentiall\ be associated Zith a clinical response or groups of patients in the same 
representation space. These main outputs of the softZare (e.g., metabolomic or transcriptomic fingerprint) can 
then be reused b\ other tools in ad hRc ZorkfloZs (e.g., pathZa\ or gene set enrichment). 

Our team is currentl\ Zorking on the functionalities of the ne[t R package: prediction/cross-Yalidation, taking 
into account the temporal dimension, missing Yalues, etc. A shin\ Yersion is being distributed to our partners 
(https://github.com/rgcca-factor\/RGCCA/tree/3.0.0/inst/shin\). These interfaces Zill alloZ clinicians to 
e[plore their data Zith a certain number of methods that Zill be directl\ accessible to them. 
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Mediation analysis is a statistical tool for understanding the relationships between two variables,

through the inclusion of mediation variables on the causality path. Since its development in the

1980s,  it  has  been  widely  used  in  medical  and  biological  research.  The  emergence  of  high

throughput sequencing methods has led to the use of mediation models in epigenetic studies, for

example,  to  estimate  the  causal  role  of  DNA  methylation  in  health  outcomes  linked  to

environmental  exposures.  Several  high-dimension  mediation  methods  have  been  developed  to

estimate indirect factors on given phenotypes; however, to date, there is no method that makes

consensus. We searched to estimate the impact of environmental effect on a specific phenotype via

DNA methylation.

 To estimate the impact of environmental effect on a phenotype via DNA methylation (DNAm),

we  compared  the  speed  and  accuracy  of  five  high-dimensional  mediation  methods  found  in

literature: HIMA[1], Tobi[2], HDMT[3], SBMH[4] and ScreenMin[5], as well as one developed in

our group, Max2. Mediation methods use regressions models, the most common are based on the

methods for estimation cell composition: RefFreeEWAS[6] or Refactor[7]. We have compared their

accuracy to the latent factor mixed model (LFMM)[8]. All comparisons were made by simulating

CpG methylation data in a cohort of n = 500 patients, with 3 confounding factors and 6 cell types.

For each method, we ran 12 simulations, varying 3 parameters: the environmental effect on the

methylation level (0.2 or 0.4), the effect of the methylation level on the phenotype (0.2 or 0.4), and

the number of mediators (8, 16, or 32).

From the six mediation methods tested, Max2 showed the shortest time of execution. HDMT and

Max2 had the best F1-scores regardless of the strengths of environmental effects on DNAm levels

and of the effects of DNAm levels on phenotype. Tobi’s method  also reached a good F1-score

when the environmental effect on methylation is low and the effect of methylation on phenotype is

strong.  In  addition,  the  methods  with  the  higher  F1-scores  increased  their  F-score  with  more

mediators. Regarding regression models, LFMM was the best performing method in terms of F1-

scores and allows to better estimate confusion factors; the Refactor method obtained the lowest F1-

score. In conclusion, our comparisons of 6 high-dimensional mediation methods and 3 regression

models showed that  LFMM regression coupled with the Max2 for mediation obtained the best

results in terms of accuracy and speed.
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1. IntrodXction
Whole-genome duplications (WGDs) are eYolutionar\ eYents that result in the doubling of a genome. Gene

deletions then graduall\ return the gene content to a diploid state for most of the genome, leading to comple[
gene families Zhere orthologs and paralogs are difficult to identif\ reliabl\. The SCORPiOs pipeline Zas
deYeloped to correct ph\logenetic gene trees at duplication nodes corresponding to a WGD eYent using local
s\ntenic conte[t [1]. HoZeYer, this approach Zas onl\ tested on Yertebrates to correct nodes corresponding to
the Teleost fish WGD. While WGDs are rare in Yertebrates, the\ are especiall\ common in angiosperms,
among Zhich man\ lineages e[hibit multiple rounds of pol\ploidi]ation [2]. Here Ze appl\ the SCORPiOs
approach to correct for a specific WGD eYent in plant genome eYolution Zhich took place a55 Ma \ears ago
in Papilionoideae, the legume subfamil\ associated Zith nitrogen-fi[ing bacteria.

2. Methods
Data preparation. Gene ph\logenies, alignments, and coordinates for 96 plant species Zere doZnloaded

from Ensembl Plants Y.49. Genome continuit\ metrics such as scaffold number, N50, and L70 statistics Zere
calculated for all genomes and used for the selection of the most appropriate WGD. The Papilionoideae WGD
eYent Zas chosen for anal\sis. 7 Papilionoideae species constituted the duplicated group, and the PUXQXV
SeUVica and CaQQabiV VaWiYa genomes Zere used as outgroups. Gene trees Zere filtered to select for
duplicated and outgroup species genes and reconciled Zith TreeBeST to label the duplication nodes. This set
represents a total of 24 524 gene trees, 10 879 of Zhich can be corrected (>2 genes, at least 1 outgroup gene).

Correction of gene trees. SCORPiOs Zas run on the dataset Zith default parameters. Sliding ZindoZ si]e
of 15, 20, 25 neighboring genes for determination of s\nten\ similarit\ Zas tested as Zell as different
outgroup(s): PUXQXV SeUVica onl\, PUXQXV SeUVica + CaQQabiV VaWiYa.

EYolXtionar\ categori]ation of dXplicated families. Papilionoideae gene families (defined as subtree(s)
in a giYen gene tree Zith the root node in Papilionoideae) Zere classified into three categories Zith respect to
their fate after the duplication: genes retained on tZo branches after the WGD (in tZo or more copies) across
all descendant species (³s\stematic ohnologs´), genes found on a single branch in all species (³singletons´),
and genes retained on tZo branches in at least one species but not in all (³facultatiYe ohnologs´).

3. ResXlts
Trees correction b\ SCORPiOs. Utili]ation of the sliding ZindoZ of 20 genes and 2 outgroup species

proYed to correct the largest number of gene trees (1130 trees). With these parameters among 14 048 families
tested, SCORPiOs identified 3371 (24%) s\nten\-inconsistent families and Zas able to correct 1322 (39%).

We then anal\]ed the set of 10 879 gene trees (corrected and uncorrected) and assigned eYolutionar\
categories to 14 798 families. We classified 66% of families as singletons, 23% as facultatiYe, and 11% as
s\stematic ohnologs. After correction Ze found a considerable change in the counts of different categories -
the number of families classified as s\stematic and facultatiYe ohnologs increased b\ 32% and 89%
respectiYel\ and the number of singleton families decreased b\ 32% compared to the counts in original trees.

ConclXsion. The application of SCORPiOs on the Papilionoideae WGD resulted in the correction of 1130
gene trees and an increase in ohnologs counts, consistent Zith the results reported for Yertebrates [1].
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With its  ability to reveal  both altered gene expression levels and the production of aberrant  transcripts,

RNAseq is popular in the field of precision medicine. An increasing number of clinical trials uses this tech-

nology in order to discover functionally relevant alterations. Driven by myriads of projects, public RNAseq

databases are exploding, to date, there is over 164,000 RNA-seq on SRA for human. This huge body of pub-

licly available RNAseq libraries is a precious resource to identify specific transcriptional events. However,

the challenges lie in the complexity of RNA biological content and the exponential increase in data volume.

We want to make RNAseq data easily accessible, providing a capture of the whole transcriptome complexity,

in the context of biological and human health applications. Therefore, we developed a new framework based

on a k-mer approach, constructed with several modules: 1/ a new RNAseq indexing structure that will serve

as an efficient platform to request any transcribed information, 2/ a complete module to generate unique k-

mers as signature of transcripts, 3/ a supporting web site to facilitate the queries for the biologists.   

The indexing step uses Reindeer, a new k-mer based indexation structure. To our knowledge, it's the first

method  capable  of  performing  fast  mapping-free  quantification  of  variant  transcripts  in  thousands  of

RNAseq libraries [1]. The methodology is already efficiently implemented for several biological applications

based on public datasets (from ten to thousand of RNAseq corresponding to 100Go to 10To of raw data).

The k-mer designing module uses Kmerator, a tool developed to extract specific k-mers (https://github.com/

Transipedia/kmerator)  [2].  Finally,  the  web  application  is  already  available  to  facilitate  large  RNAseq

datasets queries by the biologists with their sequences of interest as input (fasta format). Concerning biologi -

cal and medical applications, we already requested and identified in selected public datasets, genes co-ex-

pressions, tissue specific biomarkers, as well as tumor specific signatures comparing normal and tumoral

samples. In perspectives, advanced Machine Learning approaches could be tested and combined with our k-

mer based framework, in order to select the best signatures and to improve diagnosis and prognosis models

in human health.  
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Publicly  available  human  RNA-sequencing  (RNAseq)  datasets  are  precious  resources  for
biomedical research. Indeed, RNA-seq is widely used to identify actively transcribed genes or any
transcribed  alterations,  and  quantify  gene  or  transcript  expression.  RNA-seq  analysis  also

substantially contributes to our understanding of the processes involved in human disease. Then,
the need for tools enabling fast and specific quantification of candidate sequences in large RNA-seq
datasets is more and more required. Lately, approaches relying on k-mers from raw sequencing files
have emerged and are used for the query of transcriptomic data. We therefore developed tools based

on a k-mer approach (Riquier et al, 2021; https://github.com/Transipedia/kmerator) that propose a
new  way  to  explore  RNAseq  data  and  can  be  used  for  fast  and  in-depth  exploration  of

transcriptomes. 
In this context, we focus on tumor microenvironment measures in cancer patient cohorts. Indeed,
many  studies characterizing the tumor microenvironment have been published as well as prognosis

associations  of  tumor  immune  and  stromal  response  measures.  However,  the  proposed  gene
signatures are generally very large and shared by different cancer types. Collection of signatures

adapted to a specific tumor are often lacking, particularly in hematopoietic malignancies. Moreover,
the  quantification  of  relevant  microenvironnement  markers  can  give  a  score  of  the  tumor
contamination that is a crucial parameter for further analysis on primary cancer biopsies.

We then propose a workflow to select relevant candidate signatures specific for one cancer type. In
a first step, the tumor microenvironment known genes/transcripts were submitted to Kmerator tool

[1] to design their specific k-mers, and the RNA-seq cancer patient cohorts are indexed with the
Reindeer  software  [2]  which  enables  an  ultra  fast  k-mer  counting.  Then,  the  workflow  we
propose identifies biomarker candidates in the dataset with: 1) a feature selection step where we

both remove the non-expressed genes, with several possible selection criteria, and the overlaping
genes present in the tumor itself by using appropriate cancerous cell lines, to retain only the non-

tumor candidates of the microenvironnement, and 2) a more refined genes selection, by showing the
effect  of  several  chosen  selection  approaches,  on  the  patients  clustering. Several  published
microenvironment gene signatures could be easily quantified and compared. Finally, our objective

is  to  support  the  framework  with  Machine  Learning  process  in  order  to  propose  biomarker
candidates for specific cancer predictions and to extend the workflow to other applications such as

tissue specific biomarkers selection.  
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Introduction. Giant cell arteritis (GCA) is the most common form of YascXlitis in people oYer 50 \ears old 
and can lead to serioXs complications, sXch as permanent YisXal loss, if Xndiagnosed in a timel\ manner [1]. 
Appropriate therap\ can make GCA controllable and preYent complications. HoZeYer, cXrrent treatment 
options are Yer\ limited and comprise mostl\ the Xse of glXcocorticoids. Better Xnderstanding of the molecXlar 
and genetic mechanisms in GCA is still needed in order to discoYer noYel pathogenic pathZa\s that coXld be 
therapeXticall\ targeted [2]. This stXd\ aims at Xsing RNA-Seq dataset generated from GCA positiYe biopsies 
to identif\ candidate pathZa\s, b\ e[ploring transcripts associations Zith inflammator\ infiltration patterns 
preYioXsl\ described and Yalidated in GCA patients [3, 4], and b\ performing pathZa\ anal\sis for lists of 
statisticall\ significant transcripts. 

Materials and Methods. The cohort Xsed in the stXd\ comprises fort\-one patients (25 Zomen & 16 men) 
selected from the UK GCA ConsortiXm. All the sXbjects XnderZent temporal arter\ biops\ (TAB) resXlting in 
positiYe GCA diagnosis, and Zere sXbseqXentl\ admitted for treatment. VarioXs clinical Yariables, sXch as, 
s\mptoms, comorbidities, drXgs taken dXring treatment, etc., Zere collected for each patient. A serial section 
of the biopsies Zas condXcted, folloZed b\ scoring for tZent\-one featXres Zith a research interest in GCA. 
The remaining biops\ slides Zere Xsed for RNA e[traction, and then seqXencing Xsing the Ne[tSeq500 
IllXmina S\stem. All statistical testing Zas performed Xsing the non-parametric Mann-Whitne\-Wilco[on test 
and False DiscoYer\ Rate Zas Xsed for mXltiple testing correction. 

Results. A series of doZnstream anal\ses Zas performed Xsing the gene e[pression dataset along Zith clinical 
and histological Yariables. These anal\ses aimed in particXlar at assessing the inflXence of confoXnding factors, 
sXch as se[, age and the dXration of steroid treatment, on gene e[pressions profiles and e[amining the 
associations of transcripts leYels Zith histological and clinical phenot\pes. No clear confoXnding inflXence of 
patients¶ age or steroid treatment dXration Zas foXnd, hoZeYer, from the clinical perspectiYe, sXch effects Zere 
felt to be Yer\ likel\ to occXr, therefore this aspect Zill be fXrther inYestigated in the e[tended dataset. Some 
confoXnding effects of gender Zere obserYed and the\ Zere foXnd to be secondar\ to inclXsion of the se[ 
chromosomes. Statistical testing for associations Zith histological featXres reYealed statisticall\ significant 
lists of transcripts (i.e. after mXltiple testing correction) for the folloZing Yariables: ³Giant cells presence´, 
³Inflammation in intima´, ³Inflammation in adYentitia´ and ³Inflammation in media´. Preliminaril\ fXnctional 
enrichment anal\sis, Xsing the lists of statisticall\ significant resXlts for different featXres, Zas performed and 
these resXlts Zill to be soon eYalXated and fXrther e[plored. 

Future Zork. This Zork is an ongoing stXd\ and makes one part of the PhD project of the corresponding 
aXthor. The cXrrent cohort of 41 samples Zill be e[tended to inclXde 96 sXpplementar\ samples Zhich Zill 
significantl\ increase statistical poZer of the stXd\. Additional methods for pathZa\s anal\sis and eYalXation 
of its resXlts Zill also be implemented. MoreoYer, Zithin the other part of his PhD project, genome-Zide 
association stXd\ is being cXrrentl\ Xndertaken to e[plore the associations in GCA from genetic perspectiYe. 
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Master Sciences et Numérique pour la Santé, Parcours Bioinformatique, Connaissances, Données,

Montpellier, France

(*) co-first authors

Corresponding authors:

anna-sophie.fiston-lavier@umontpellier.fr;

francois.sabot@ird.fr;

severine.chambeyron@igh.cnrs.fr

Abstract

Transposable Elements (TEs) are genetic elements that are able to multiply within their host
genome. They are ubiquitous and can represent over 90% of a genome [1]. Due to their repeated
nature and length (from 100bp to more than 10kb), the use of short-reads does not provide e�cient
TE calls to study the TE insertion genomic localization and then the TE dynamics [2]. Long-read
sequencing technologies o↵er the unprecedented opportunity to detect with precision the position
and estimate with accuracy the allele frequency of newly integrated TEs in long-read data. Few
computational tools have been developed to detect TE insertions in long-read sequencing data. They
all use mapping-based approaches. After the mapping of the long reads on reference genome sequences,
they launch variant calling tools such as Sni✏es. However, none of these approaches return accurate
TE calls with low quality reference genome sequences. As the assembly process is still a challenge, we
present here Transposable Element MOnitoring with LOngReads (TrEMOLO), a computational tool
that uses long-read sequencing to detect recent TE insertions combining assembly and mapping-based
approaches. TreMOLO could detected most of the TE insertions using high or low quality reference
genome and for TE insertions at high or low frequency. We assessed the veracity of TreMOLO by
performing a comparative study with the other computational tools available. The TE insertions
detected and the frequency estimates were experimentally validated. We also analyzed the TreMOLO
results by testing several datasets with variable quality and from diverse taxons (drosophila, plants and
human). Taking together, TreMOLO appears as a good computational tool to study with accuracy
the dynamics of TEs (cf. poster TreMOLOdyn #128).
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The acerola tree is one of the main fruit trees in Brazil,  with a cultivated area of approximately 10.000
hectares in this country. Among the main phytosanitary problems of the crop, the attack of  Meloidogyne

nematodes stands out as one of the most important, due to the damage caused to the roots, impairing the
absorption  of  water  and  nutrient  and  causing  losses  in  productivity,  in  addition  to  most  varieties  are
susceptible. The objective of this work was to identify Meloidogyne species associated with acerola tree. The
collections were carried out in aceroleira orchard (8º1’4’’S 34º56’44’’O, elevation 20 m) in the municipality
of Recife, located in the Metropolitan mesoregion of the State of Pernambuco, between September 2019 to
March  2020.  The  procedure  for  extracting  nematodes  from  soil  and  root  samples.  For  molecular
characterization, three fragments of ribosomal DNA (rDNA) were sequenced (D2-D3 region of 28S rRNA,
ITS and 18S rRNA) and two regions of mtDNA (coxI and coxII-16S). Bayesian inference (BI) was used for
phylogenetic reconstruction. In total 72 isolates of Meloidogyne spp. Were obtained, in preliminary analysis
they were separated into 2 different haplotypes (H1-H2), 60 were represented by the haplotype (H1) and the
sequences were grouped in Meloidogyne sp. 1 CN0007. Twelve isolates represented by the haplotype (H2)
were separated for  Meloidogyne sp. 2 CN0008. A total of 2 isolates representative of the haplotypes were
chosen for sequencing the remaining locus and subsequent analyzes. Meloidogyne isolates of M. emarginata

were identified in a single species, according to the GCPSR criterion. The two isolates CN0007 and CN0008
were  grouped  with  the  M.  incognita clade  with  maximum  support  in  multilocus  BI  analysis.  The
Meloidogyne incognita species was identified associated with the aceroleira culture in an orchard located in
the city of Recife in the state of Pernambuco, Brazil. The presence of this species of nematode in aceroleira
production areas confirms the damage caused by the parasitic action of this etiological agent, requiring the
adoption of management measures to keep Meloidogyne populations below the level of economic damage.
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1 Introduction

ADAMTS and ADAMTS-like proteins are involved in microenvironment remodelling and are now
considered as new potential therapeutic targets in numerous diseases. However the characterisation of
these proteins is still under progress and it is necessary to develop new approaches for their functional
annotation [1]. The high number of genes, the multi-domain structures of the proteins and the lack of
experimental data challenge the conventional approaches used for protein functional characterization.
We propose here a new method adapted to multi-paralog and multi-domain protein sequences based on
module decomposition and phylogenetic inferences, in order to identify functional protein regions. Our
purpose is to identify conserved modules (i.e. a set of ungapped conserved sequence regions, shared
by at least 2 sequences) and to characterise the function (i.e. protein-protein interaction) associated
to these conserved modules, while dealing with phylogenetic uncertainty and sparse knowledge as best
as possible.

2 Methods

Our method is based on two of the most widely used methods for functional prediction, namely the
sequence conservation and the phylogenomics inference. The principle of our method is to segment
without a priori protein sequences in modules, then to infer protein-protein interactions (PPI) in par-
allel of conserved module phylogeny, and to integrate both on a common gene phylogeny. This method
combines and integrates multiple phylogenetic inference strategies ; 1) gene phylogeny inference, 2)
ancestral modules composition inference using Domain-Gene-Species (DGS) reconciliation [2] and 3)
inference of function (using ancestral scenario reconstruction [3]). The final pipeline allows us to
identify changes in module composition occurring at the same time than protein-protein interactions.
We hypothesize that, during evolution, the modules gained at the same time than a protein-protein
interaction might be implicated in this interaction.

3 Results and Perspectives

This new strategy is implemented as a pipeline allowing to correlate the conserved sequence mod-
ules and the functions evolution in order to identify the co-appearance of conserved modules and
functions. Applying this method to ADAMTS-TSL proteins permits us to retrieve a region of the
protein previously known to be involved in COMP-ADAMTS7 [4] protein-protein interaction (PPI)
but also new modules that co-occur with the gain of this PPI but were not previously known to be
involved in this function.
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1 Introduction

We are at a time of considerable growth in the use and development of in silico researches. A
typical example of this could be di↵erential expression analysis, that generates gene lists from large
datasets and complex designs which require increasingly higher computing capacities and expertise.
However, trained or qualified personnel is not always available in experimental laboratories, to carry
out this processing from raw data to meta-analysis. In this way, biologists involved in the experiments
may lose versatility and control of their results because they are unable to explore them to their fullest
extent easily on their own.

Despite the undeniable development of software applications over the years, there is still room for
improvement; in particular, to make these tools more accessible to non-experts in the field of bioin-
formatics. This implies also a commitment of appropriate maintenance and extensive customization
as well as clear export options of the results, still lacking in this area.

Therefore, we have developed an intuitive and user-friendly web application in shiny R, which
generates a complete set of figures and tables, accessible and personalizable for users who are not
bioinformatics specialists. It is based on a wrapper of several databases temporally updated (such as
Gene Ontology (GO), Kyoto Encyclopedia of Genes and Genomes (KEGG) and Gene Set Enrichment
Analysis (GSEA) computational method gene sets) as well as various functions to visualize results
obtained with distinct statistical approaches.

Multiple inputs may be used to run the application covering a range of data types. Depending on
the complexity of the object entered, the app is able to extract di↵erent elements and produce several
results. Thus, from a simple ’Gene List’ it can obtain the gene names to perform the enrichment
analysis. If statistical values are added to the list as extra columns, the application may extend the
analysis to many statistical plots that imply knowing the p-value or fold-change of each gene.

By adding a raw ’Expression Matrix’ file and a ’ColData’ table with the information corre-
sponding to the samples (such as the group to which they belong, sex, age...), the application calculates
the genes di↵erentially expressed and the statistics with the design according to the column of choice
and extract preliminary plots and tables related to these values. It will also perform enrichment
analysis results. Finally, if a ’DESeq2 object’ is entered, which already contains the di↵erential
expression information, all figures and tables mentioned before are available, without any calculation
from the app.

With this web application, we expect to o↵er in an intuitive and simple way for unskilled users,
a complete set of figures, tables and results related to di↵erential expression and enrichment analysis
across di↵erent databases and functions. It aims to incorporate into a single software complex analyses
that would require substantial processing in diverse tools to not experienced bioinformatics users.

The set of applications is accessible at http://shiny.imib.es/entryApp/ and the code is freely
available on github.
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The BioInformatics and Genomics (BIG) platform of Institut Sophia Agrobiotech (ISA: INRAE - 
CNRS - Univ. Côte d'Azur) offers expertise in bioinformatics and solutions for processing, 
integrating, analyzing and visualizing multi-omics data in the field of plant health and protection. The 
BIG platform is part of PlantBios (Biocontrol and Plant Biostimulation, Facilities and Expertise), 
labeled as a collective scientific infrastructure by INRAE. PlantBIOs offers equipment and expertise 
for studies ranging from gene level to the whole agroecosystem scale with analytical tools (Imagery 
and Microscopy, Biochemistry and Mass Spectrometry, Bioinformatics and Genomics), experimental 
tools, and collections of rare biological resources. 
Since the end of 2020, BIG has been an IFB contributing platform. The core of the BIG platform is 
composed of three bioinformatics engineers: Martine Da Rocha (from INRAE), Arthur Péré (from 
INRAE) and as operational manager Corinne Rancurel (from CNRS). The core is complemented by 
a scientific advisor: Etienne Danchin (INRAE senior scientist). 
BIG has a main expertise in comparative genomics, transcriptomics and molecular evolution. More 
recently, BIG has been involved in epigenomics, small RNA as well as metagenomics studies. The 
tools and resources produced by BIG are made available to the scientific community (website, forge 
and integrative portals) and can address similar problems encountered in other research areas. For 
instance, the Alienness tool, which allows rapid detection of candidate horizontal gene transfers in 
genomes has been used 1019 times by 132 different users and the corresponding paper [1]  (Rancurel 
et al. 2017) has already been cited 22 times, since its launch in August 2017. 
In addition to methodological developments, the platform offers support and training to biologists in 
the use of bioinformatics tools and pipelines, including the one developed by BIG itself.  
The BIG platform is open for collaboration and can be contacted at the following e-mail address: 
spiboc.big@inra.fr 
This web page summarizes the activities and organization of the BIG platform: 
https://www6.paca.inrae.fr/institut-sophia-agrobiotech/Infrastructure-PlantBIOs/Equipements-
Ressources-biologiques-et-Expertises/Plateau-de-bioinformatique or http://tinyurl.com/y9qkho4v 
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LaUge-Vcale genome VeTXencing and Whe incUeaVingl\ maVViYe XVe of high-WhUoXghSXW aSSUoacheV SUodXce
a YaVW amoXnW of neZ infoUmaWion WhaW comSleWel\ WUanVfoUmV oXU XndeUVWanding of WhoXVandV of micUobial
VSecieV. HoZeYeU, deVSiWe Whe deYeloSmenW of SoZeUfXl bioinfoUmaWicV aSSUoacheV, fXll inWeUSUeWaWion of Whe
conWenW of WheVe genomeV UemainV a difficXlW WaVk. To addUeVV WhiV challenge, Ze deYeloS Whe MicUoScoSe
SlaWfoUm, Zhich iV an inWegUaWed Web SlaWfoUm foU managemenW, annoWaWion, comSaUaWiYe anal\ViV and
YiVXali]aWion of micUobial genomeV (hWWSV://mage.genoVcoSe.cnV.fU/micUoVcoSe) [1]. The SlaWfoUm enableV
collaboUaWiYe ZoUk in a Uich comSaUaWiYe genomic conWe[W and imSUoYeV commXniW\-baVed cXUaWion effoUWV.

LaXnched in 2005, Whe SlaWfoUm haV been XndeU conWinXoXV deYeloSmenW ZiWhin Whe LABGeM Weam aW
GenoVcoSe. MicUoScoSe SUoYideV anal\VeV foU comSleWe and ongoing genome SUojecWV WogeWheU ZiWh
meWabolic neWZoUk UeconVWUXcWion and WUanVcUiSWomic e[SeUimenWV alloZing XVeUV Wo imSUoYe Whe
XndeUVWanding of gene fXncWionV. BeVideV aXWomaWic fXncWional annoWaWionV, Ze inWegUaWed VeYeUal WoolV Wo
anal\]e a Zide Uange of biological V\VWemV (anWibioWic UeViVWance, YiUXlence, VecondaU\ meWaboliWeV,
inWegUonV, VecUeWionV V\VWemV, CRISPR-CaV clXVWeUV«). PaUWicXlaUl\, WoolV fUom Whe PPanGGOLiN VofWZaUe
VXiWe (hWWSV://giWhXb.com/labgem/PPanGGOLiN) alloZV XVeUV Wo anal\]e SangenomeV fUom VeYeUal hXndUedV
of genomeV of Whe Vame VSecieV and Wo e[SloUe WheiU conWenW in UegionV of genomic SlaVWiciW\ [2,3]. The
SlaWfoUm alVo haV e[WenViYe fXncWionaliW\ Wo e[SloUe and comSaUe meWabolic SaWhZa\V.

MicUoScoSe SlaWfoUm iV Zidel\ XVed b\ micUobiologiVWV fUom academia and indXVWU\ all aUoXnd Whe ZoUld
foU collaboUaWiYe VWXdieV and e[SeUW annoWaWion. To daWe, MicUoScoSe conWainV daWa foU >14,500 micUobial
genomeV, SaUW of Zhich aUe manXall\ cXUaWed and mainWained b\ micUobiologiVWV (>5,400 XVeU accoXnWV in
MaUch 2021). The SlaWfoUm iV alVo a XVefXl UeVoXUce foU academic WUaining.

ThiV SoVWeU giYeV an oYeUYieZ of Whe SlaWfoUm and iWV eYolXWion and SUeVenWV neZ meWhodologieV and WoolV
alUead\ inWegUaWed oU cXUUenWl\ being deYeloSed.
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1 Biogenosis

Biogenosis is a French start-up from the region of Rouen[1], founded in January 2021 by Lysiane
Hauguel and Benjamin Bourgeois. This start-up was admitted, as of 12 may 2021, to Normandie
Incubation’s incubator.

In the world of science and research, researchers and scientists are confronted with large amounts
of data and information that they just can’t manage or exploit easily alone. That’s where we, bioin-
formaticians, intervene, helping in the process of analyzing data.

Bioinformatics being a new area the low number of bioinformatic engineer doesn’t meet the ever-
growing demand.

Unfortunately overworked bioinformatic engineers leads to scientists analyzing data by themselves,
often using methods and softwares that are not best suited for their data at the expense of quality,
reproducibility, time, money and e↵ort.

Our goal is to provide custom-built bioinformatics, user-friendly tools that will allow biologists to
work e�ciently without the need to ask for bioinformatician’s support.

With their cleaned, simplified and user-friendly interface, our tools are state of the art, making
the access and visualisation of omic data easier than ever. Our tools also allow biologist to conduct
bioinfomatic analysis routine (alignment, variant calling, various samples comparisons etc ..)

2 Biogenosis Data Analyser

Biogenosis Data Analyser is the tool that we are developing in partnership with a research team
(apicomplexes comparative biology team) from the Cochin Institute directed by the PU-PH Frédéric
Ariey.

Our tool aims to facilitate and help research team in their daily work. We are developing this tool
with the aim of o↵ering an optimal response to the demand of researchers and biologists. Our tool
include many features.

1. Storage, management and access to data stored in a secure database.

2. A Genome Browser to visualize genomes, genes and alignements.

3. Epidemiological monitoring to follow and study the evolution of pathogens over time.

4. Other bioinformatic analysis:
— Alignement against a reference genome
— Extraction, study and comparison of genes and mutations between samples
— Copy number variation (CNV) visualization along the genome
— Blast

This tools is under development, new features will be added soon (international databases API,
epidemic propagation visualization, phylogeny, metagenomic species identification data, etc.).
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1. Introduction

S\nTVieZ1 is a published interactiYe multi-YieZ genome broZser for ne[t-generation comparatiYe
microorganism genomics. S\nTVieZJS is the reZrite of the softZare in jaYascript Zith the addition of
neZ features. The softZare is characterised b\ the presentation of s\ntenic organisations of microbial
genomes and the Yisualisation of pol\morphism data obtained from ne[t generation sequencing.

2. Microbial genome analysis with SynTViewJS
S\nTVieZJS is built as a generic genome broZser including sub-maps that hold information about

genomic objects. After selecting genomes of interest, the users can e[plore them Yisuall\ b\ genomic
location, or directl\ go to specific genes b\ name. SeYeral genomic maps can be stacked ordered b\ a
ph\logenetic tree according to biological metadata on top of each other. The creation of a S\nTVieZ
Zebsite is Yer\ helpful in the anal\sis of a large number of strains, bringing together ph\logen\,
pol\morphisms, larger Yariants such as indels, coYerage, as Zell as functional annotations and strains
meta-data. S\nTVieZJS is designed to Yisualise information about pol\morphism across a large number
of bacterial strains. The SNP maps alloZ the user to naYigate through pol\morphism data sets. The non
jaYascript tool has been used in man\ projects such as the stud\ of Legionella3 bacterial strains. I Zill
shoZ in the poster the stud\ of the mutational d\namics of chikungun\a Yirus as a function of
temperature Zith Yisibilit\ filters (mutation frequenc\, specificit\ ...) Zith the possibilit\ of ]ooming to
the sequence.

S\nTVieZ has been also integrated to the Listeriomics2 Zeb site, a platform for Yisuali]ing and
anal\sing eYer\ heterogeneous Listeria "omics" dataset published to date and Zill be integrated soon in
Yersiniomics (same platform dedicated to Yersinia dataset ).

The tool can be uploaded to a Zebsite and the data made accessible on a serYer or directl\ added b\ drag
and drop. Source code is aYailable at https://gitlab.pasteur.fr/plechat/s\ntYieZjs.
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Ases: Alternative Splicing Evolution Server
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Ases is a novel web server that allows the user to assess alternative splicing (AS) potential impact

on protein evolution. It relies on gene annotations from Ensembl [1] as its primary source of information

and works with the translated amino acid sequences of the transcripts. Ases takes as input a gene and

species name and, optionally, a list of species. By default, the server considers twelve species, ranging

from human to nematode. Ases processes the input data by running ThorAxe [2] and PhyloSofS [3].

ThorAxe defines the s-exons, groups of putative orthologous exonic regions, and creates an evolutionary
splicing graph. PhyloSofS takes ThorAxe input and produces the phylogenetic reconstruction. To allow

the exploration of those outputs, Ases has:

— an interactive evolutionary splicing graph summarizing the transcript variability observed for

the query gene across the selected species. Each transcript corresponds to a path in the graph.

The transcripts are divided into minimal building blocks called s-exons, the nodes in the graph.

The AS events are defined by pairs of canonical and alternative subpaths in the graph. The user

can move the nodes and easily visualise their conservation levels, multiple sequence alignments,
and the involved AS events.

— two interactive tables giving detailed information about the graph. For example, the user can

select all transcripts annotated for a given species, get access to the list of species where a given

AS event is observed, or list the s-exons for a given transcript, among other options.

— an interactive phylogenetic forest where each tree represents the phylogeny of a transcript.

The tree’s root indicates the appearance of a transcript in evolution, and dead ends indicate

transcript losses. When the user selects an internal node (ancestral transcript) or a leaf (observed

transcript), s/he can visualise the corresponding nodes in the evolutionary splicing graph.

— an interactive representation of the gene structure using s-exons as units.

Ases provides a way to rapidly and easily get an overview of the sequence variations induced by
AS at the amino acid resolution. Thus, for example, a structural biologist interested in a particular

region interacting with a partner can check whether AS impacts this region and extract conserved

AS signatures. Likewise, a clinician having identified some transcript isoform whose overexpression

is associated with a disease can rapidly check if this isoform is found in other species and date its

appearance in evolution. Hence, Ases meets a need in the scientific community that is not met by any

other openly accessible web server to the best of our knowledge.

You can access the Ases web server at http://www.lcqb.upmc.fr/Ases
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1 Presentation

ERA-Bio-IT was created in 2020 by three partners, two French seeds companies (Euralis Semences[1]
and RAGT 2n[2]) and a technical Institute (Arvalis[3]) wishing to share bioinformatics resources for
crops breeding and cultivars evaluation.

2 Objectives

Firstly, the aim of ERA-Bio-IT is to set up basics tools (such as JBrowse[4] or Galaxy[5]) for each
partners bioanalysts, oriented toward the genetic and genomic study of major crops (maize, wheat,
barley. . . ). Once the platform fully functional, more advanced genomic analyses and bioinformatics de-
velopments are expected as support for each partner. The platform will be open for multi-partnership
projects, including with new private and public partners.

Finally, the ERA-Bio-IT platform aims to support the omics technology and methodology watch
for its partners in order to provide a cutting-edge expertise in these fast-evolving fields.

3 Infrastructure

The computing infrastructure is managed by Portalliance Engineering[6]. It is composed of a
virtualization server, hosting various virtual machines (JBrowse, Galaxy...), an High-Performance
Computing (HPC) server managed with SLURM and data storage Qumulo solutions. Those computing
resources are scalable to answer quickly to each partner needs
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AV SaUW RI WKH FUHQFK aQG EXURSHaQ SURMHFWV PKaHRE[SORUHU, IDEALG aQG SEXSEA, 53 JHQRPHV aQG
WUaQVFULSWRPHV RI PaULQH EURZQ aOJaH KaYH EHHQ VHTXHQFHG. TR VFLHQWLILFaOO\ H[SORLW WKHVH JHQRPLF
UHVRXUFHV, WKH FRPPXQLW\ QHHGV HIIHFWLYH WRROV WR aQaO\]H aQG YaOXH WKH GaWa.

BaVHG RQ WKH GGA SURMHFW (KWWSV://JaOa[\-JHQRPH-aQQRWaWLRQ.JLWKXE.LR) ZH KaYH GHSOR\HG aQ LQWHJUaWHG
HQYLURQPHQW GHGLFaWHG WR WKH PaQaJHPHQW RI JHQRPLF GaWa (JHQRPHV aQG WKHLU aQQRWaWLRQV) IRU WKH
FRPPXQLW\ WKURXJK XVHU-IULHQGO\ LQWHUIaFHV LQ aQ aXWRPaWHG Za\. TKH GGA SURMHFW XVHV GMOD WRROV
(JBURZVH, ASROOR, TULSaO, CKaGR, HWF.) aQG GaOa[\, aV a GaWa ORaGLQJ RUFKHVWUaWRU IRU aGPLQLVWUaWRUV, ZLWK
DRFNHU OLJKWZHLJKW YLUWXaOL]aWLRQ WHFKQRORJLHV aQG P\WKRQ OLEUaULHV.

TR IaFLOLWaWH WKH GHSOR\PHQW aQG WKH aGPLQLVWUaWLRQ RI WKH GGA VHUYLFHV RI a ILUVW UHOHaVH RI 53 EURZQ
aOJaH JHQRPHV, ZH KaYH GHYHORSHG a VHW RI P\WKRQ WRROV aOORZLQJ PaVV GHSOR\PHQW RI DRFNHU FRQWaLQHUV aQG
aXWRPaWHG GaWa ORaGLQJ WKURXJK GaOa[\ ZLWK WKH BLREOHQG API:
KWWS://JLWOaE.VE-URVFRII.IU/aELPV/H-LQIUa/JJa_ORaG_GaWa.

TR SURYLGH WKH FRPPXQLW\ ZLWK a FROOaERUaWLYH KXE IRU aFFHVVLQJ, YLVXaOL]LQJ aQG aQaO\]LQJ WKH EURZQ
aOJaO JHQRPH aQG WUaQVFULSWRPH UHVRXUFHV, ZH KaYH GHYHORSHG a ZHE SRUWaO
(KWWSV://SKaHRH[SORUHU.VE-URVFRII.IU) JLYLQJ aFFHVV WR WKH GaWaVHWV, WKH GGA HQYLURQPHQWV, WKH
SHTXHQFHSHUYHU BLAST LQWHUIaFHV aQG VRPH H[WHUQaO UHVRXUFHV.

IQ WKH FRQWH[W RI JHQRPH VHTXHQFLQJ SURJUaPV RI a OaUJH aQG GLYHUVH QXPEHU RI VSHFLHV VXFK aV WKH
VHUWHEUaWH GHQRPHV PURMHFW RU WKH EXURSHaQ RHIHUHQFH GHQRPH AWOaV SURMHFW, WKH aXWRPaWHG GHSOR\PHQW RI
VXFK H-LQIUaVWUXFWXUHV FRXOG EULQJ WR VFLHQWLILF aQQRWaWLRQ FRQVRUWLXPV a VLPSOLILHG VROXWLRQ IRU FROOaERUaWLYH
HQYLURQPHQWV.
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1. SXmmaU\
During the 2019-2021 period, the Biomics Platform (Institut Pasteur, Paris) has sequenced about 

200 runs a year (if we consider short read technologies only) covering various type of sequencing (DNA-seq, 
RNA-seq, ChiP-seq, Capture-seq, etc). When required (e.g., NextSeq sequencers), we performed 
demultiplexing. For each run, we also systematically perform standard QCs and taxonomic analysis. We 
provide an overview of the pipelines used within the platform including QC, demultiplexing and taxonomic 
analysis, which have been applied on thousand of samples. The underlying tools are standard and 
established tools in the field of NGS such as FastQC [1], MultiQC [2] and Kraken [3]. They have 
been wrapped within Snakemake pipelines available within Sequana [4] that benefit from simple 
user interface and  GUI available within the Sequana project. They may be of interest for our users 
who wish to use the same tools and therefore to students and researchers you wish to move quickly 
from raw data to sequence analysis.
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In the context of the Biomics Sequencing Platform (Institut Pasteur), the PacBio long read tech-
nology [1] is used to sequence and assemble tens of bacterial genomes every year. In this poster, we
describe the standard pipeline used within the platform. It is called LORA for LOng Read Assemblies.
It is based on the Snakemake workflow manager [2] and is part of the Sequana project [3]. It has been
tested mostly on bacterial genomes; in such case, the output of the pipeline is an annotated genome
ready for publications. Since the underlying assembler is based on Canu [4], assemblies should also be
possible on eukaryotes and nanopore data.

The LORA pipeline provides global quality assessments that computes common metrics like N50
or percentage of mapped reads. BUSCO [5] gives a quantitative assessment of the completeness in
terms of expected gene content. Moreover, LORA produces a contig level quality assessment with
BLAST or coverage analysis with Sequana to detect misassembly. At the end, a HTML report is
provides where all quality assessment results can be introspected.

The open-source pipeline will be released under the Sequana project and be accessible on github
where suggestions to include new features can be added.
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1. SXmmaU\
The ver\ high sensitivit\ of capture panels gives the opportunit\ to detect viruses Zithin samples 

that are considered negative in RT-qPCR but present positive clinical s\mptoms [1]. In order to 
evaluate the efficac\ of capture panels to access the SARS-CoV-2 genomeon patient samples, Ze 
performed capture of patient samples positive for SARS-CoV-2 b\ qPCR. For this Ze used 4 
different read\-to-use commercial designs of capture probes including tZo SARS-CoV-2 onl\ 
panels (TZist Bioscience and Arbor Bioscience) and tZo multiviral panels (Illumina and TZist 
Bioscience). We present preliminar\ anal\sis of the sequenced data obtained Zith this benchmark. 

We performed capture on 19 patient samples positive for SARS-CoV-2 b\ qPCR. Samples Zere 
pooled b\ 4, according to their CT to reduce bias related to target abundance Zithin the samples. 
The four capture panels Zere applied separatel\ on all samples. Bioinformatics anal\sis Zere 
performed to stud\ the off an on target performances of the panels including denovo anal\sis [2] 
and ta[onomic contents [3].

The results obtained b\ the tZo multiviral panels tested suggests that both panels are able to 
capture high abundance targets, but fails to capture loZ abundance targets, having a high off 
target percentage translated b\ the abundance of host sequences. In our stud\, Ze observe that 
Arbor SARS-CoV-2 panel shoZs the best percentage on target of all panels. The efficac\ of the 
double capture is even more evident for samples Zith higher CT (less viral copies) shoZing once 
more the poZer of the double capture. Even though Arbor panel Zith its double capture generates 
more on-target reads, it does not affect the percentage of final breadth of coverage results [4].
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1. SXPPaU\
In 2018, the Chinese compan\ MGI[1] sXbsidiar\ of BGI, laXnched seYeral seqXencers Xsing an 
innoYatiYe technolog\ called the DNA NanoBall SeqXencing (DNB-Seq). This technolog\ is 
annoXnced to be as performant as the IllXmina [2,3] seqXencing b\ s\nthesis bXt at a loZer cost. 
Recentl\, the Biomics platform (InstitXt PasteXr)  acqXired a DNB-Seq G400 seqXencer. We 
describe the rXns that Zere performed Zith the MGI technolog\. Then, Ze compare MGI¶s DNB-
Seq data Zith IllXmina¶s TrXSeq data inclXding RNA-seq and DNA-seq seqXencing rXns[4]. We 
haYe seqXenced 5 libraries Zith both MGI and IllXmina rXns, inclXding RNA-seq and DNA-seq. We 
then compared these rXns. In terms of qXalit\, Ze haYe seen that the\ are broadl\ the same. 
Concerning the RNA-seq anal\sis Ze ma\ haYe seen that the resXlts betZeen the tZo 
technologies Zere reall\ close (PCA almost stackable) and fXrther anal\sis are reqXired to e[plain 
the discrepancies in terms of differentiall\ regXlated gene lists. Concerning the Yariant calling 
anal\sis Ze haYe foXnd that these tZo technologies giYe Yer\ similar resXlts; specific Yariants ma\ 
be caXsed b\ the difference of coYerage and not related Zith the technologies themselYes. 
Recentl\, Ze also e[perimented on the MGI conYersion protocol that takes read\-to-load IllXmina 
libraries and conYerts them to MGI librairies Zith sXccess. Finall\, althoXgh MGI seqXencers 
prodXces standard FastQ files, the\ are barcoded and an a priori merging is reqXired, Zhich can 
be done Zith MergeGI, Zhich Zas recentl\ deYeloped [5].
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Swiss-PO is a new web tool to map gene mutations on the three-dimensional (3D) structure of corresponding 
proteins and to intuitively assess the structural implications of protein variants for precision oncology. Swiss-
PO is constructed around a manually curated database of 3D structures, variant annotations, and sequence 
alignments, for a list of 50 genes taken from the Ion AmpliSeqTM Custom Cancer Hotspot Panel. The 
website was designed to guide users in the choice of the most appropriate structure to analyze regarding the 
mutated residue, the role of the protein domain it belongs to, or the drug that could be selected to treat the 
patient. The importance of the mutated residue for the structure and activity of the protein can be assessed 
based on the molecular interactions exchanged with neighbor residues in 3D within the same protein or 
between different biomacromolecules, its conservation in orthologs, or the known effect of reported 
mutations in its 3D or sequence-based vicinity. Swiss-PO is available free of charge or login at 
https://www.swiss-po.ch [1]. 
 
 
1. Krebs, F.S., Zoete, V., Trottet, M. et al. Swiss-PO: a new tool to analyze the impact of mutations on protein three-

dimensional structures for precision oncology. npj Precis. Onc. 5, 19 (2021). https://doi.org/10.1038/s41698-021-
00156-5 
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AbVWUacW :

The EOSC-Life project aims to create an open collaborative digital space for life science in the
European Open Science Cloud (EOSC). The ABiMS bioinformatics platform, member of the
European Marine Biological Resource Centre (EMBRC) research infrastructure, is involved in the
work package 2 (WP2) dedicated to make computational tools, workflows and registries findable,
accessible, interoperable and reusable (FAIR).

The Gala[\ Genome Annotation [1](GGA) (https://gala[\-genome-annotation.github.io) project
consists of several projects and tool suites that are working closel\ together to deliver a
comprehensive, scalable and eas\ to use Genome Annotation e[perience. The Gala[\ Genome
annotation environment not onl\ offers a wide arra\ of high-profile tools in Gala[\ [2] for structural
and functional annotation, but also a highl\ integrated set of ³dockeri]ed´ GMOD tools [3], a
collection of open-source applications for visuali]ing, annotating, and managing genomic data
(JBrowse, Apollo, Tripal, Chado). Gala[\ is used as a data loading orchestrator for administrators,
with dedicated Gala[\ tools and workflows to interact with GMOD tools, and P\thon libraries to
make all tools work together.

As part of the EOSC-Life WP2, we planned to provide the GGA environment available in the cloud.
So we are currentl\ developing Ansible recipes (https://github.com/abims-sbr/GGA_Cloud) to deplo\
the GGA environment in an Openstack cloud infrastructure. These Ansible recipes allow the
deplo\ment of a Virtual Machine in a cloud via the Terraform software, the installation of the GGA
environment and its dependencies, as well as loading data into the Gala[\ librar\.

RefeUeQceV
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multi-omics data integration
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While multi-omics data are becoming more popular, it is not a surprise that one of the consequences
is the increase in the generation of massive and complex biological data sets. Further, combining the
heterogeneity of bio-data and the multi-factorial aspects of the biological systems results in rising the
complexity of high-dimensional data [1,2]. On this basis, we face a challenge: understand the modular
dynamic of each -omic layer and integrate it into a molecular network system. On the other hand,
multiscale exploratory analysis is also critical for biologists, demanding biological knowledge and a
high level of computational skills [3].

In order to help to solve those complex problems, ADLIN Science [4], a digital health-tech company,
develops innovative digital solutions for researchers, clinicians, biotech and pharmaceutical companies
in the molecular biology field, and more particularly in multi-omics sciences.

ADLIN Science aims to facilitate multi-omics data exploration by creating a tool adapted for
biologists, bio-informaticians and mathematicians, and by enabling the constitution of the multi-
disciplinary team since the beginning of the research protocol up to the publication with traceability
and security. Our company helps laboratories and researchers manage all of their omics data and de-
veloping state-of-the-art approaches to produce publication-ready results. Our solution provides data
and metadata structuring relating to the research protocols. Also, the multi-omics data integration,
statistics analysis, IA (Intelligence Artificial) approach and data visualization are combined into a
collaborative workspace where the research team can share and synchronize their information.

Finally, ADLIN can provide an innovative application for multi-omics analysis and catches scientific
and economic values in research and health fields by converting data into therapeutic insights.
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In January 2021, the French ministers of Health (MSS) and Research (MESRI) launched a national plan for 
SARS-CoV-2 genomic surveillance which aims at monitoring the evolution of the COVID-19 in France, at 
detecting new variants, and at supporting the integration of viral genomic data and health data for both 
surveillance and research. The project is co-lead by the national agency in charge of emerging infectious 
diseases (ANRS-MIE) and Santé Publique France (SPF), and relies on a consortium involving 4 high-
throughput sequencing platforms, including the National Reference Centers for viruses, 43 teams of the ANRS-
MIE network, the Inserm and the Institut Français de Bioinformatique (IFB).   
The IFB, in collaboration with the Inserm, is in charge of developing the digital space and bioinformatics 
services. This work package is structured in 3 phases:  

1. SARS-CoV-2 variant monitoring. The EMERGEN-DB database gathers the non-sensitive metadata 
(variant annotations of the virus) produced by the sequencing platforms of the consortium. It is 
equipped with both user-friendly and programmatic interfaces, enabling users to upload data and query 
the databases manually or in batch.  

2. Digital space for non-sensitive data. We launched a workgroup of biologists and bioinformaticians 
from the sequencing teams to deploy a hardware and software environment and implement workflows 
for high-throughput analyses of SARS-CoV-2 sequencing data. The digital space will be powered to 
support the automatic processing of 10,000 full viral genomes per week, and will allow managing 
workflows via either a Galaxy server, or a Unix terminal. The server will be equipped with the standard 
tools for NGS analysis as well as specific tools for the analysis of viral variants.  

3. Pairing SARS-CoV-2 sequences and personal patient data. We will deploy a secured digital space 
to support the pairing between health data of patients and the sequences of their infecting SARS-CoV-
2 strains, thus making it possible to carry out epidemiological or clinical studies. 

EMERGEN will also include a service of data brokering by supporting the automated submission of genomic 
sequences to two international repositories: GISAID to ensure a rapid sharing of the consensus genomes and 
variant annotations, and EBI-ENA to ensure an open access to the raw sequences and consensus genomes.  
Keywords : SARS-CoV-2; COVID-19; genomic surveillance; health data; EMERGEN ; EMERGEN-DB ;   
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RNAseq is a sequencing technique widely used in genomics. At the Institut Mondor de Recherche 
Biomedical (IMRB), for the past two years, every RNASeq performed by the Genomics Platform are 
quality checked (QC) by the bioinformatics platform. Starting from standard QC (mainly fastQC [1]), 
we encountered sequencing situations that leads us to add more QC to our QC-pipeline, especially 
regarding rRNA level and contamination. For example, the kits used in genomics for library 
preparation do not necessarily live up to the manufacturers' promises. In the case of a 'total RNA' kit, a 
depletion must be done to delete rRNA and this depletion can be effective depending on the sample, 
the treatment, and the experimental conditions. Contamination can also occur at different levels of the 
experimentation.  

We expand our QC-pipeline with tools such as SortMeRNA [2] which detects rRNAs and Kraken2 [3] 
which searches reads against a large database Database built from the Refseq bacteria, archaea, viral 
libraries, the GRCh38 human and GRCm38 genomes.. 

Here, we performed a retrospective meta-analysis of all our RNAseq QCs performed on the mouse 
genome. This corresponds to 25 runs, 422 samples and 12,324,596,035 reads in total.  

If we show that a sample have a high level of rRNA ( > 10%), this is as many reads lost since the 
number of total reads per run does not change. Moreover, high level of rRNA will inevitably have an 
impact on the statistical analysis later. It is sometimes possible to detect poor quality samples at the 
time of analysis if they are too different from the others via a PCA but this is not always the case. 

Our results shows that samples with high level of rRNA or contamination are not isolated problems. 
However, to the best of our knowledge, RNAseq literature report QC often limited to the fastQC tool 
(or similar). Our results shows that more statistics (%r RNA/contamination) should include.  
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The Migale bioinformatics facility is a team of INRAE’s MaIAGE research unit (Applied 
Mathematics and Computer Science, from Genome to the Environment). It has been providing 
services to the life sciences community since 2003. 

Migale is an open platform, that offers four types of services ; 

· an open infrastructure dedicated to life sciences data processing, 

· dissemination of expertise in bioinformatics, 

· design and development of bioinformatics applications, 

· genomic, metagenomic and metatranscriptomic analysis. 

Migale is part of the French Institute of Bioinformatics (IFB) and France Génomique projects. It has 
an ISO9001 certification and  is also one of the four platforms which compose BioinfOmics, the 
national Research Infrastructure in bioinformatics of INRAE. 

The poster will illustrate the platform services with examples chosen from recent achievements : i) 
how to switch trainings from  face-to-face to online , ii)  traceability of  analyses and projects reports 
as a way  to train and empower users. 

 
A complete description of Migale facility’s service offer is available on its website : 
https://migale.inrae.fr 
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The genomics core facility of the Institut de Biologie de l’École normale supérieure (IBENS) [1,2]

was created in 1999. We  focus on functional genomics in eukaryotes ,  including classical model organisms,

as well  as more exotic organisms (jellyfish,  birds,  butterflies…).  The facility has always been a well-
balanced structure between wet-lab and bioinformatics: half of the team is involved on the wet-lab part;

the other half being involved on the data analysis part. Our goal is to assist laboratories during their  high-
throughput sequencing projects from the experimental design to data analysis for publication. We are part

of the France Génomique consortium and have been following the ISO 9001 quality international standard

since March 2013.

Our  genomics  core  facility  offers many services  to  the community:  library  preparation (RNA-seq,

scRNA-seq and ChIP-seq),  sequencing (including “ready-to-load” libraries) for short (Illumina) and long

reads (Oxford Nanopore); and bioinformatics analysis (RNA-seq and scRNA-seq).

All the staff working on the facility gets a balanced schedule between the core production service and

research and development projects to propose  up-to-date and reliable experimental solutions to our

collaborators. To cope with the experimental constraints of our users among the research teams, we invest

time in testing library protocols (very low quantities, ribosome depletions…). We are also deeply involved

in software development to manage our project analyses (65% of projects are analysed on the facility). The

tools we develop are distributed on an open source basis on GitHub [3] and we now provide most of them as

Docker images [4] to ease the distribution of our work. We  develop workflows to achieve reproducible
and transparent data analysis of our high throughput experiments. 

Since 2016, our facility has been offering two new technologies. The first one is devoted to single cell
RNA-seq witha Chromium system from 10X Genomics based on the Drop-seq protocol. The second one is

dedicated to long read sequencing in RNA-seq. We use Oxford Nanopore Technologies MinION system in

order to sequence full length transcripts for isoform abundance estimation.

This year we have released a rewritten and enhanced version of ToulligQC [5], our QC tool for Oxford

Nanopore sequencers and we are currently testing scNaUmi-seq protocol [6] to improve our scRNA-seq

service with long read sequencing.

All these developments allow us to be at the state of the art in functional genomics applications, so that we

can provide to our users all the tools needed to succeed in their high throughput experiments.
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Reproducibility is an ongoing e↵ort in the bioinformatics community[1]. Open science helps toward
this goal with open access to the scientific literature, open data and open source research software. In
2018, more than 36% of yearly published papers were published under open access conditions[2]. In
biology and bioinformatics, the recent development of preprints has acted as a leverage towards open
access.

Raw data deposit in public international repositories of genomics and proteomics data is now well
established and enforced by most journal editorial policies. Availability of all-purpose data repositories
such as Zenodo or Figshare also fostered open data.

It is now important to establish good practices also for scientific software, going beyond the common
approach of depositing code in development platforms such as GitHub or GitLab, where long-term
preservation is not guaranteed.

This poster aims to present to our community the Software Heritage (SWH) 1 archive[3]: it collects,
preserves, and makes available all source codes, from the one that ran on the Apollo 11 Guidance
Computer to the source code of the Gromacs molecular dynamics engine, the Bowtie 2 genomics read
aligner, the Cytoscape network visualization software... Software Heritage can also archives smaller
programs like the scripts commonly used in bioinformatics.

Software Heritage regularly collects source code from a growing list of code hosting platforms,
and provides a powerful “Save code now” functionality 2 that allows to trigger archival for any public
repository based on the Git, Mercurial or Subversion version control systems, free of charge. Any object
archived in Software Heritage is assigned an intrinsic persistent identifier 3 called the SWHID[4], that
can be independently verified.

We will present actionable recommendations for better referencing and indexing research source
code, including best practices for providing metadata files in the code repository (AUTHOR(s) file
with the list of authors, LICENSE file with the applicable license to the source code, README
file with the description of the software and other valuable information) and for making it citable 4,
including pointers to appropriate bibliographic styles[4].
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Educational innovation: The BioInformatics Learning Lab project (BILL)
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The BILL (for BioInformatics Learning Lab) project has enabled the implementation of an innovative

interdisciplinary learning lab on the Montpellier Faculty of Science Campus. This learning lab aims to foster

collective intelligence and training through research for students.

In the collaborative BILL space, composed of a molecular biology lab and a computer lab, both modular

and dedicated to DNA sequencing and bioinformatics, students with diverse backgrounds are encouraged to

interact and share their mutual skills. Supported by a dynamic multidisciplinary team of professors,

researchers and technicians, they generate and analyze the sequencing data themselves and participate in the

valorization (writing of international scientific publications) and dissemination of their results

(communications in congresses, popularization among the general public). The students, confronted with a

real research laboratory, thus manage small research projects together and become actors in their training. 

Thanks to the BILL project, students of the 'Microorganism/Host and Environment Interactions' (IMHE)

(https://bioagro.edu.umontpellier.fr/master-biologie-agrosciences/interactions-microorg-hotes/) a n d

'Bioinformatics, Knowledge, Data' (BCD) (https://sns.edu.umontpellier.fr/fr/master-sciences-numerique-

pour-la-sante-montpellier/bcd/) masters programs at the University of Montpellier have been conducting

research projects related to viral evolution and species hopping for the past three years by carrying out high-

throughput genomic analyses. In these projects, students perform viral DNA extraction from field or

laboratory samples, construction of DNA libraries for high-throughput sequencing and bioinformatics

analyses of the obtained sequencing data. The first two years (2018-2020), the students studied the evolution

of the carp herpesvirus CyHV3 by sequencing short reads (MiSeq Illumina®) of viral genomes from serial

passages in cellulo [1]. This year (2020-2021), students studied CyHV3 cross-sepecies transmission by

analyzing viral variants isolated from other fish species than common carp using long reads sequencing

(MinIon; Oxford Nanopore Technologies). This pedagogical and scientific effort will allow the publication

of  scientific articles of which the students of the IMHE and BCD masters are co-authors [1].
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Supported b\ the Biogenouest network, the MoDaL (Multi Scale Data Links) project aims to
decompartmentali]e life science resources and enhance collaborations across various actors through
interoperable datasets as well as anal\sis tools and workflows. Indeed, life science research is increasingl\
facing the need for linking multi-scale data (genes, cells, organs, individuals, populations) and heterogeneous
data, such as phenot\pes (including micro and macroscopic imaging) and omics data.

To facilitate knowledge sharing and co-design of innovative computational solutions, we organi]ed a
hackathon for a large scientific communit\, spanning the fields of computer science, marine and plant
biolog\, as well as human - animal health and biolog\. Although this t\pe of event is well known in the
(bio)informatic communit\, it is still new for biologists in the midst of a digital transition.

The hackathon took place remotel\, on Januar\ 25th and Februar\ 1st, 2021. During the two da\s, the 30
participants had the opportunit\ to meet in a virtual space [1], attend brief conferences and work together on
collaborative projects. In this poster, we briefl\ introduce the projects proposed b\ the participants which are
also available online on the hackathon¶s GitHub repositor\ [2]. The projects addressed the data science
aspects of different questions, ranging from biological issues such as the search for a transcriptomic signature
of aggressivit\ level in sport horses or the integration of genome-wide knowledge of metabolomic networks,
to more computationall\-oriented issues such as facilitating the sharing of data anal\sis workflows
(including the portabilit\ of environments or the version of software, packages, annotations, the genome or
ontologies used).

Thanks to the feedback from three participants interviewed at the end of the hackathon [3], we know that
what was most appreciated were the variet\ of the proposed projects, the smooth communication between the
biological and (bio)-informatics communities and the spontaneit\ of the e[changes, enhanced b\ the
software chosen and b\ a meeting between projects leaders organi]ed before the hackathon. Furthermore,
collaborative work was timed b\ collective moments of feedback on the projects, thus encouraging
discussion and the transmission of knowledge. Finall\, during the two da\s, participants had the opportunit\
to sign up for flash presentations: brief interventions to talk about a tool, a technolog\ or to propose a
discussion topic to be deepened. The hackathon took place in a friendl\ and collaborative atmosphere and
was an opportunit\ to broaden/federate the communit\, to identif\ people and skills and to e[perience a
moment of e[change between the different scientific communities.
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oQ+�#mH�`B2b UGPoV PMiQHQ;v GQQFmT a2`pB+2 UPGaV Q` "BQSQ`i�HX 6BM�HHv- BM Uai2T jV r2 /2KQMbi`�i2
?Qr "BQb+?2K�b- +�M #2 2tTHQBi2/ iQ UBV 2p�Hm�i2 K2i�/�i� [m�HBiv i?`Qm;? `2[mB`2/- `2+QKK2M/2/
�M/ QTiBQM�H �MMQi�iBQMb- �M/ UBBV +�Tim`2 KBbbBM; �MMQi�iBQMb i?`Qm;? �M �miQ@;2M2`�i2/ mb2` 7Q`KX

9 6mim`2 rQ`Fb
�b 7mim`2 rQ`F- r2 �BK �i 2ti2M/BM; Qm` iQQH iQ UBV bmTTQ`i KmHiBTH2 `2bQm`+2 ivT2b BM HBM2 rBi?
i?2 /Bz2`2Mi `2H2�b2/ "BQb+?2K�b T`Q}H2b �M/ UBBV T`QpB/2 � +QKKQM �M/ bvMi?2iB+ pB2r QM Qi?2`
6�A_ `2+QKK2M/�iBQMb bm+? �b i?2 _.� K�im`Biv BM/B+�iQ`b- �b r2HH �b i?2 7Q`i?+QKBM; 1Pa* 6�A_
K2i`B+bX

_272`2M+2b
(R) qBHFBMbQM- JX- .mKQMiB2`- JX- ��H#2`b#2`;- AX 2i �HX h?2 6�A_ :mB/BM; S`BM+BTH2b 7Q` b+B2MiB}+ /�i� K�M@

�;2K2Mi �M/ bi2r�`/b?BTX a+B .�i� j- ReyyR3 UkyReVX
(k) :mBM/QM aX- .m7�v�`/ CX6X- G27Q`i oX 2i �HX L2r �H;Q`Bi?Kb �M/ J2i?Q/b iQ 1biBK�i2 J�tBKmK@GBF2HB?QQ/

S?vHQ;2MB2b, �bb2bbBM; i?2 S2`7Q`K�M+2 Q7 S?vJG jXyX avbi2K�iB+ "BQHQ;v- 8NUjV,jyd@kR- kyRyX
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Whole-genome sequencing (WGS) is  used for  clinical  surveillance of  SARS-Cov2 in order  to  detect
emerging mutations, facilitate epidemiological studies and anticipate possible therapeutic/vaccinal escape.

In this context, we have developed a pipeline dedicated to identify SARS-Cov2 mutations from a broad
range of samples (clinical, wastewaters,…).

ASPICov is a Nextflow [1] pipeline developed to provide a rapid, reliable and complete analysis of NGS
SARS-Cov2 samples. ASPICov produces useful information such as quality reports, VCF files, consensus

sequences and various plots. In order to ensure FAIR data analysis, the workflow follows nf-core guidelines
and use Singularity [2] containers to wrap tool environments. 

A succession of commonly used tools combined to an optimized configuration is a key for the robustness
of  the  pipeline.  Our  workflow performs a  trimming on  raw-reads depending on sequencing  technology

(Illumina or Iontorrent), then a quality check is carried out in order to visualize data. An optimized alignment
is done against a determined reference which can differ according to DNA preparation strategy (Capture or

Ampliseq).  Several  data  are  collected  and  formatted  (files,  plots)  from  the  alignments  as  sequencing
indicators. Variant calling and normalization steps are done from alignments and nucleotidic variations are

annotated. Specific filters are then applied in order to get only confident variants. Specific variants files and a
plot comparing samples are done for a better interpretation of the dataset by the biologist. 

ASPICov  has been validated using a dataset and has demonstrated its efficiency and accuracy. Several
new features are under development.

This  pipeline (source  code,  documentation  and  full  list  of  tool  dependencies)  is available  at:
https://gitlab.com/vtilloy/aspicov

This software is developed as part of the French National Obepine Network
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The French Institute of Bioinformatics (IFB) provides a national infrastructure of bioinformatics 
services adapted to the needs of the life and health science communities, and accessible to all. 
However the appropriate use of these resources, in particular the network of HPC (High Performance 
Computer) clusters, requires a minimal level of computing knowledge that our users may not always 
possess. Aware of this need, the IFB proposes a wide range of training courses each year, based both 
on all the actions proposed by the IFB member and associated regional platforms, but also on actions 
carried out at a national scale in close collaboration with the NNCR task force. The most emblematic 
of those are the EBAII school [1], the DUBii university diploma [2], and the training courses around 
FAIR principles [3, 4].   

 The IFB initiated in 2020 the creation of a working group on the provision of e-learning 
bioinformatics resources at the national level. Three areas of work have been identified. The first one 
is a technical watch on digital environments dedicated to the provision of self-training resources 
including practical sessions adapted to our target audiences. The second concerns the development 
of a self-training resource on the basics of Unix, a need widely shared by the users of IFB services. 
Finally, the third axis is the provision of a unique national portal for the management of IFB resources, 
training courses, as well as the self-monitoring of the learner’s path.  

We present in this poster a first version of our e-learning resource entitled "Unix Introduction" [5] 
developed by the members of the working group and made available via the e-learning platform 
katacoda [6]. This resource proposes an interactive bioinformatics-oriented course that introduces 
beginners to the use of the Unix command line, a critical skill in the future usage of  the IFB's 
computer resources. This material may then be proposed as a prerequisite for any training action 
using Unix resources. 

We chose the katacoda platform to deliver this basic Unix training as it allows an interactive and 
progressive learning experience without necessitating anything more that the use of the common web 
browser: no software installation is required. All the learning scenarios are developed in Markdown 
and publicly accessible on the IFB GitHub account [7]. Three scenarios are currently online and have 
been proposed as prerequisites for the DUBii 2021 learners. Due to the good feedback they will also 
be proposed to the learners of the next session of the EBAII in November 2021. 
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1 Abstract

JeBiF, which stands for “Jeunes Bio-Informaticiens de France” [Young Bioinformaticians of France],

is a french non-profit organisation created in 2008. This association is the French branch of a bigger

network handled by the International Society for Computational Biology Student Council (ISCB-SC).

There are 26 other local branches. Such local branches are called Regional Student Groups (RSG),

hence the full denomination of the association: RSG France – JeBiF.

The main goal is to promote the development of the next generation of bioinformaticians. In

order to reach this goal, we mainly provide networking opportunities and career advice. We are also

actively advertising computational biology and bioinformatics to general audience by the mean of

science-popularisation events.

In the poster, we present with more details the di↵erent activities developed by RSG France –

JeBiF. In particular:

— JeBiF-Pub: every month, in di↵erent cities, JeBiF sympathisers are invited to meet at a bar

for a drink (paused for now due to sanitary constraints).

— Table Ouverte en Bioinfo (TOBi): every month in a bar of Paris, a professional bioinfor-

matician is invited to present their studies and career. Due to the sanitary constraints, TOBi

have been replaced by TOBirtuelles which happen online and are opened to everyone, and

not only Parisians.

— Table Ronde: once a year with the volunteering Master of Bioinformatics, several alumni of

the Master are invited to present their path since they finished the Master. This year, due

to the sanitary constraints, we replaced these local events by one big event organised with

the support of the human resources team of the Pasteur Institute dedicated to career develop-

ment and support for scientists (Mission Accueil, Accompagnement et Suivi des Carrières des

Chercheurs – MAASQ). We received more than a hundred attendees.

— JeBiF@JOBIM: annual workshop with scientific presentations, open-table with various sub-

jects, and flash-talks for people who have been accepted at JOBIM and would like to advertise

their poster.

— Fête de la science and Pint of Science: two yearly events of science popularisation. JeBiF

volunteers are encourage to create and animate activities, or give a talk.

The events proposed by RSG France – JeBiF are opened to everyone. The adhesion, which is free
of charge, gives access to the mailing list and allows you to vote at the general assembly. It is also a

way to quantify our impact. In particular, it gives us more weight in our funding applications. More

funding allow us to maintain the association in long term, to propose more events and of larger scale.

To date, JeBiF has 111 adherents. But its actions rely on the participation of its volunteers. We

are always happy to meet new faces, and there is space for everybody to develop their ideas. Do not

hesitate to join us if you would be part of the adventure!

� � �
JeBiF.RSG.France JeBiF rsg-france-jebif
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